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Preface from the Pacific Asia Workshop on Intelligence
and Security Informatics (PAISI 2008) Chairs

Intelligence and security informatics (ISI) is concerned with the study of the develop-
ment and use of advanced information technologies and systems for national, interna-
tional, and societal security-related applications. The annual IEEE International
Conference series on ISI was started in 2003 and the first four meetings were held in
the USA. In 2006, the Workshop on ISI (http://isi.se.cuhk.edu.hk/2006/) was held in
Singapore in conjunction with the Pacific Asia Conference on Knowledge Discovery
and Data Mining, with over 100 contributors and participants from all over the world.
PAISI 2007 (http://isi.se.cuhk.edu.hk/2007/) was then held in Chengdu, China. These
past ISI conferences have brought together academic researchers, law enforcement
and intelligence experts, information technology consultants and practitioners to dis-
cuss their research and practice related to various ISI topics including ISI data man-
agement, data and text mining for ISI applications, terrorism informatics, deception
and intent detection, terrorist and criminal social network analysis, public health and
bio-security, crime analysis, cyber-infrastructure protection, transportation infrastruc-
ture security, policy studies and evaluation, and information assurance, among others.
We continued the stream of ISI conferences by organizing the 2008 Pacific Asian
Workshop on ISI (PAISI 2008) to especially provide a stimulating forum for ISI re-
searchers in Pacific Asia and other regions of the world to exchange ideas and report
research progress.
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Preface from the Pacific Asia Workshop on Cybercrime
and Computer Forensics (PACCF 2008) Chairs

As personal computers and access to the Internet become more prevalent, modern
society is becoming increasingly dependent on the computer and networking technol-
ogy for storing, processing, and sharing data, and for email and message communica-
tion. Cybercrime in the broadest sense refers to any criminal activity in which
computers or networks play an essential role, where computers may be used as a tool
to commit a crime, as the victim, or may contain evidence of a crime. Examples of
cybercrime include: possession of illegal digital materials, spreading virus, worm, or
malicious code, email spamming, hacking, ID theft, economic espionage, information
warfare, etc. Law enforcement and government agencies, corporate IT officers, and
software vendors have worked together to assemble forensic computing tools, incident
response policies, and best practices to train and fight against the surge of this new
crime wave.

The 2008 Pacific Asia Workshop on Cybercrime and Computer Forensics (PACCF
2008) provided a forum for professionals in the computer forensics community and IT
security industry, forensic computing software vendors, corporate and academic
researchers, to disseminate ideas and experiences related to forensic computing espe-
cially in the context of cybercrime investigation. The PACCF 2008 Workshop re-
ceived high-quality papers dealing with topics in cybercrimes and computer (digital)
forensics. The workshop organizers would like to thank contributing authors for their
interest in the workshop and the Program Committee members for their effort and
assistance in reviewing the papers and providing feedback to the authors.

June 2008 Sheau-Dong Lang
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Preface from the Workshop on Social Computing
(SOCO 2008) Chairs

Social computing can be broadly defined as computational facilitation of social stud-
ies and human social dynamics as well as the design and use of information and
communication technologies that consider the social context. In recent years, social
computing has become one of the central themes across a number of information and
communications technology (ICT) fields and has attracted significant interest from not
only researchers in computing and social sciences, but also software and online game
vendors, Web entrepreneurs, political analysts, and digital government practitioners,
among others.

The First Workshop on Social Computing (SOCO 2008) brought together social
computing researchers to address a wide range of methodological and application-
driven topics, employing research methods from both computational sciences and
social sciences. The one-day workshop program included 12 long papers, 11 short
papers, and 2 posters. The co-hosts of SOCO 2008 were the University of Arizona,
the Chinese Academy of Sciences, and Carnegie Mellon University.
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Chinese Word Segmentation for Terrorism-Related
Contents

Daniel Zeng'?, Donghua Wei', Michael Chau®, and Feiyue Wang'?

!Institute of Automation, Chinese Academy of Sciences, China
2 The University of Arizona, Tucson, Arizona, USA
3 The University of Hong Kong, Hong Kong
zeng@email .arizona.edu, donghuawei@gmail.com,
mchau@business.hku.hk, feiyue.wang@ia.ac.cn

Abstract. In order to analyze security and terrorism related content in Chinese,
it is important to perform word segmentation on Chinese documents. There are
many previous studies on Chinese word segmentation. The two major
approaches are statistic-based and dictionary-based approaches. The pure
statistic methods have lower precision, while the pure dictionary-based method
cannot deal with new words and are restricted to the coverage of the dictionary.
In this paper, we propose a hybrid method that avoids the limitations of both
approaches. Through the use of suffix tree and mutual information (MI) with
the dictionary, our segmenter, called IASeg, achieves a high accuracy in word
segmentation when domain training is available. It can identify new words
through MI-based token merging and dictionary update. In addition, with the
Improved Bigram method it can also process N-grams. To evaluate the
performance of our segmenter, we compare it with the Hylanda segmenter and
the ICTCLAS segmenter using a terrorism-related corpus. The experiment
results show that IASeg performs better than the two benchmarks in both
precision and recall.

Keywords: Mutual information, N-gram, suffix tree, Ukkonen algorithm,
Heuristic rules, Lidstone flatness.

1 Introduction

Extremists and terrorists have been using the Internet to spread their ideology and
recruit new members. It is important for government and anti-terrorist organizations
to analyze such online information in order to enhance national and international
security. Previous research has reported on how to collect and analyze relevant
documents from the Internet (e.g., Web pages, blogs, newsgroup postings) in English
and it has been shown possible to extract extremist or terrorist information and their
relationships from these documents (Chen & Xu, 2006; Chau & Xu, 2007). However,
little work has been done in the analysis of extremist or terrorist related Web
documents in Chinese. In this paper we propose a method that combines mutual
information and suffix tree to address the word segmentation problem in Chinese
document analysis. We apply the proposed method to perform word segmentation on

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 1 2008.
© Springer-Verlag Berlin Heidelberg 2008



2 D. Zeng et al.

a terrorism-related corpus. The rest of the paper is structured as follows. Section 2
reviews related work in Chinese word segmentation. In Section 3 we describe our
proposed algorithm based on mutual information and suffix tree. Section 4 reports the
results of our evaluation study, in which we tested our proposed algorithm using a
terrorism-related data set. We discuss the findings in Section 5 and conclude our
study in Section 6.

2 Related Work

Chinese word segmentation has been studied for many years, but two problems in
word segmentation, namely unknown word identification and ambiguity parsing, are
still not completely solved. Studies on Chinese word segmentation can be roughly
divided into two categories: heuristic dictionary-based methods, and statistical
machine learning methods. Readers are referred to (Wu et al., 1993) for a more detail
survey. In the following, we review previous research in each category.

2.1 Dictionary-Based Methods

Dictionary-based methods mainly employ a predefined dictionary and some hand-
generated rules for segmenting input sequence. These rules can be generally classified
based on the scanning direction and the prior matching length. The Forward Matching
Method (FMM), the input string will be scanned from the beginning to the end and
matched against dictionary entries. In the Reverse Matching Method (RMM), the
input string will be scanned from the end to the beginning. Bidirectional Matching
Methods scan the input string from both directions. The matching length can be based
on maximum matching or minimum matching. Most popular dictionary-based
segmenters use a hybrid matching method. The main disadvantage of dictionary-
based methods is that their performance depends on the coverage of the lexicon,
which unfortunately may never be complete because new words appear constantly.
Consequently, these methods cannot deal with the unknown words (sometimes called
Out-Of-Vocabulary or OOV) identification and may result in wrong segmentation.

2.2 Statistical and Machine Learning Methods

Statistical methods rely on different measure to decide on the segmentation boundary
in Chinese. Sun et al.(2004) use a liner function of mutual information (MI) and
difference of t-test to perform text segmentation. Many researchers also concentrate
on two-character words (bigrams), because two is the most common length in Chinese
words. Dai et al. (1999) use contextual and positional information, and found that
contextual information is the most important factor for bigram extraction. They found
that positional frequency is not helpful in determining words. Yu et al. (2006)
proposed a cascaded Hidden Markov Model (HMM) for location and organization
identification. Other researchers, such as Jia et al. (2007), Xue et al. (2003), and Low
et al. (2005) focus on the Maximum Entropy (ME) models. Li et al. (2002) use
Expectation Maximization and Maximum Likelihood Prediction to deal with Chinese
word segmentation. Zhou & Liu (2002) construct state chart using the information of
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whether several characters can compose one word and propose an algorithm to
generate candidate words. Sproat et al. (1996) propose a Stochastic Finite-State
Word-Segmentation method by combining character states with dictionary-based
heuristic rules. There are several others: Hockenmaier and Brew (1998) present an
algorithm, based on Palmer's (1997) experiments, that applies a symbolic machine
learning technique to the problem of Chinese word segmentation. Many other
statistic-based machine learning methods have been used in Chinese word
segmentation, such as SVM-based segmentation (Li et al., 2001), the CRF method
segmentation (Peng, et al., 2004), unsupervised models (Creutz et al, 2007).

Ponte and Croft (1996) introduce two models for word segmentation: word-based
and bigram-based models. Both utilize probabilistic automata. In the word-based
method, a suffix tree of words in the lexicon is used to initialize the model. Each node
is associated with a probability, which is estimated by segmenting training text using
the longest match strategy. This makes it easy to apply the segmenter to new
languages. The bigram model uses the lexicon to initialize probability estimates for
each bigram, and the probability with which each bigram occurs, and uses the Baum-
Welch algorithm (Rabiner 1989) to update the probabilities as the training text is
processed.

Some researchers concentrate on the named entity identification, such as Sproat et
al. (1996), who developed special-purpose recognizers for Chinese names (and
translated foreign names). They implemented special recognizers not only for Chinese
names and transliterated foreign names, but also for components of morphologically
obtained words.

As we know, pure dictionary-based methods rely on the coverage of the dictionaries,
and general statistical methods require segmented training corpus. Teahan et al. (2000)
proposed using text compression model to do word segmentation. This method uses
neither manual dictionary nor training corpus, but just uses finite-context models of
characters to predict the upcoming one. Each prediction takes the form of a probability
distribution that is provided to an encoder. The conditional probability distribution of
characters, conditioned on the preceding few characters, is maintained and updated as
each character of input is processed.

In sum, all methods have to rely on either character-level information indicated by
the co-occurrence probability, conditional probability, position status, or word-level
information provided by the dictionary or the language knowledge, such as the part-
of-speech, morphological, syntactic and semantic knowledge (Cui et al., 2006). Many
researchers combine the available information and achieved better performance in
both unsupervised learning (Peng and Schuurmans, 2001) and supervised learning
(Teahan et al., 2000).

3 Proposed Algorithm

In this paper, Mutual Information (MI) and Suffix Tree are combined to perform
Chinese word segmentation. While Ponte and Croft (1996) just deal with bigrams, we
focus more on segmentation of trigrams and longer words. We first use a training
corpus to train the bigram model and use a lexicon to establish the improved bigram
model. We then use MI and the improved bigram model combining with the Suffix
Tree to parse the given text.
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Fig. 1. Overall architecture of our system

In this Section, we describe our proposed algorithm, called the IASeg. We separate
the segmentation process into two phases - the training phase and the test phase. The
overall algorithm is shown in Figure 1. In the training phase, we construct a
dictionary and the N-grams, which include the Unigram, Bigram and the Improved
Bigram. In the test phase, we first split the input string into tokens using dictionary-
based FMM heuristic. Then we calculate the strings' Mutual Information to predict
unknown words and decide whether we should merge the two adjacent tokens as one
new word. If the formation of the new word is supported, we can update the
dictionary dynamically. Finally, we output the segmentation results.

3.1 N-Gram Construction

The n-gram word model is based on the Markovian assumption. If the n-th character
is related only with its preceding (N-1) characters of context, and without any other
correlations, we call it the N-gram word model or (N-1)-order Markov model.
Given a string w;w;...w,, with its length being n, we have the following equations.
In unigram, we have.:

PWwa...wy)= p(wy) p(W2)... p(w,)
Using bigram (1-order Markov model), we have:
Pwiwa..wy)= p(wy) pwzl wi) p(wsl wa)...p(w, | w,, 1)
And using trigram (2-order Markov model), we have:
pwWiwa..w,)=p(wy) pwal wi) pwsl wiwz) p(wyl waws)...p(W,, | w2 wp)
For an N-gram model, we have:
pWiwa..w)=p(wy) pwal wi) pwsl wiwz) pwyl wiwaws)...p(w, | wi...w,. 1)
The above equations can be expressed by one equation:
n
PWiwa...w,)= H PWil Wity WiN-1)+1 WisN-1) 20+ Wie1 )
i=1
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Table 1. Expressions in equations

Expression Meaning

w; a character

length(str) Number of characters in str

w/ simple expression of string of ww;,;...w;, i <j
p (w) probability of string w in a given corpus
count(wws...w,,) frequency of n-gram w;w,...w, in a given corpus
px,y) probability of co-occurrence of x, y
f(x) frequency estimate of x

N number of training instances

where n= length(w;w,...w,), and N is the length of N-grams to be considered. Table 1
gives a summary of the expressions used.

To make calculation simpler we often use the following parameter evaluation
equations, based on their relative frequency, using a Maximum Likelihood Estimation
(MLE) method.

count (w,_w,)
P W, Iw,_) = :
count (w,_,)

count(W,w,w;..w,)

n—1y _
pMLE (wn/wl ) -
count(Ww,w;..w, )

n—-1
pMLE(Wn/WZjVH :%W
count(w,_y.;)

For an N-gram model a large number of parameters need to be estimated. Many
previous studies have focused on bigrams only because of computational efficiency
considerations. In this study, we use an Improved Bigram to deal with longer grams.
More details will be discussed in the following subsection.

3.2 MI Measure

3.2.1 Basic Concepts and MI Calculation Equation
The concept of Mutual Information comes from <Information Theory>, which
indicates two events' dependence (compactness) using:

P(x,y)
p(x)p(y)
In Natural Language Processing (NLP), MI(x,y) is used to estimate the
compactness of two characters: x, y. If MI(x,y) is higher than a given threshold value
(usually estimated through experiments, denoted ), we can regard them as one word.

To simplify calculation, we define pyg(x) = fix) = count(x)/N, so we can rewrite the
MI equation as follows:

MI(x,y)=log,

MI(x, y) = log, — <04 V)N
count(x)count(y)
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Its full meanings are as followings: (On condition that the characters a, b both have
the normal distribution in text, their dependence equals to their correlation.)

1. If MI(a, b) >> 0, i.e. count(a, b) - N >> count(a) * count(b), the characters have
positive correlation. And if MI(a, b)>u, we can regard the string 'ab' as a word.

2. If MI(a, b) << 0, i.e. count(a, b) - N << count(a) * count(b), the characters have
negative correlation, and we do not regard 'ab' as a word.

3. If Ml(a, b) = 0, i.e. count(a, b) + N = count(a) + count(b), then we say the
characters have no correlation and they can't be viewed as a word either.

Researchers(Fang et al., 2005) also have used the following equation to calculate
the MI of two bigrams c and d, each of them being a bigram string, and achieve better
performance in such cases where a 4-character word is composed of 2 bigrams, e.g.,
"BV, in which both "Bis" and "B\ are words.

N’f(c,d)
N, X f(c)x f(d)

where N. is the total characters in the corpus, N,, is the total number of the tokens in
the corpus.

In our approach, however, we do not adopt this method because we have different
classes of n-grams but just use one threshold. In order to come up with one measure
standard, we using MLE calculation equations together with the Lidstone flatness
algorithm to avoid the sparseness of the co-occurrences.

MI(c,d)=log,

3.2.2 Flatness Algorithm

Most of the probabilities involved in the MI calculation are very small and can result
in zero probability. To avoid numerical problems associated with these zero
probabilities, we use the Lidstone flatness function:

count(w,..w,) + A1)
N+A*B

P (w.w,)=

where 4 =0.5, B is the number of bins that the training instances are divided into
(usually based on the number of dictionary items), and N is the corpus size (number
of tokens).

For the forecast, we use

count(a,b)+ A

O<A<l1
(count(a)+ AB)

P(bla) =

Especially, to deal with the probability of single word w, using following:

_ count(w)+ A

O<A<l
N+ AB

P(w)
on condition that a, b, w are non-empty strings.
In our research, we store the tokens and their frequencies. If we need to calculate
their M1, we first retrieve the tokens and their frequencies, then calculate the MI using
the equations described earlier.
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3.2.3 Improved Bigram

In this subsection we describe our improved bigram model which is used to deal with
n-gram words with n > 3. We store patterns using a hash table for MI computation
with the unigram and simple bigram. This approach allows us to process multi-gram
words, such as 4-gram words and 5-gram words, and even more parameters
prediction.

We show an example of our improved Bigram in Figure 2. Consider the words:
“N TEHE/HHE{ER/ 4 (East Turkistan Information Center)”. The MI of “XHE’ and
“HER” will be calculated. As this is greater than the threshold, the frequency of the
term “THEHME> will be stored and the MI of “#3” and “XHHEHME" will be further
calculated to obtain the correct term “ZATHEHHERR East Turkistan) .

Key frequency Key frequency
A 870 * 370
== MI(t 3, $i)>threshold | LN | 200
At E00 > i 200
fi & 200 s &0
ok 870
Calculate MI of each adjaceny/ pkens
Key frequency Key frequency
AEHINH | 180 i 23 §70
o o MI(%, I )>threshold [T e (200
o Iem 200
it $70 b 870

Fig. 2. Example of Improved Bigrams

This method is useful for segmenting terms that are named entities, such as
combining "X§/INE" to "X¥NE(Deng Xiaopeng)", and "HHE AR/HYT' to "HENRAYT
(The People's Bank of China) ", etc. It can also deal with some ambiguous pairs, such
as "#FPE-“{E'. For instance, if the training corpus are mostly about vegetables (i.e.,
having a lot of individual occurrences of "#&>“{E"), then it would split into "EVFH A&
(new broccoli)"; but if the corpus are about the country (i.e., having a lot of individual
occurrences of "FPE-2"), then it would be segmented as "FFE-YTE (New Zealand
flowers)".

3.3 Suffix Tree

Given a string S € X", the suffix tree T of S is the compacted Trie of all the suffixes
of S$, $ ¢ X. The suffix tree is the basic data structure in combinatorial pattern
matching because of its many elegant uses. Furthermore, it has a compact O(n) space
representation that can be constructed in O(n) optimal time for a constant-size
alphabet (Weiner 1973). The original construction and its analysis are nontrivial.
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Some efforts have been spent on producing simplified linear time algorithms (Chen
and Seiferas 1985; McCreight 1976), though all such efforts have been variants of the
original approach of Weiner. Due to limited space, readers are referred to other papers
for the details of the details of the model and implementation of suffix tree (Chen and
Seiferas 1985; Giegerich, et al., 1997; McCreight 1976; Weiner 1973; Zhang et al,
2004).

Suffix Tree has a low complexity (Chan et al., 2005). Let C={T}, T5,..., T}} be a
collection of texts with total length n. We can maintain a compressed suffix tree for C,
which uses O(n) space and supports the following queries about the suffix tree for C:
finding the root in O(1) time and finding the parent, left child, left sibling, right
sibling, and suffix link of a node in O(log n) time. The edge label and leaf label can
be computed in O(log n) time. Inserting or deleting of a text T in C can be done in
O(IT | log n) time.

How to construct a suffix tree efficiently is the critical problem of using suffix tree.
Since Weiner proposed this data structure on 1973, a lot of work has been done in this
area. The serial suffix tree construction is very mature and there are several well
known algorithms which have linear complexity with respect to the length of the
given string on both time and space. These algorithms include Weiner's algorithm
(1973), McCreight's(1976) algorithm McC and Ukkonen’s algorithm (1992). Weiner's
method is a monument on the character processing domain. McC uses suffix link
technique to reduce the time complexity further and uses less space than the other two
algorithms. The Ukkonen algorithm also uses the suffix link, and is an online
arithmetic that builds suffix tree from left to right, i.e. adding ¢#;;; (a new character or
label edge) to the current suffix tree STree(T,) and forms another new suffix tree
STree(Tyy1), 0 < n <71, where |71 is the length of the string. In this study we use the
Ukkonen algorithm.

3.4 Lexicon Construction

Our algorithm uses the known words (dictionary) generated from the previous stage
(training processing) to segment the test corpus through the FMM heuristic rule. In
order to improve the efficiency of matching, we can either sort all words in the
dictionary according to the frequency of words or first classify words according to
their length and then sort by their frequencies. However, these methods cannot solve
the problem fundamentally. Our system stores the dictionary using a Trie structure,
and sorts the items according to the order of the Chinese characters based on their
Pinyin Romanization.
The construction steps are as follows:

1. The entire dictionary is stored as a Forest;

2. Each tree contains all the words which have the same first character;

3. All the second characters of these words in the same tree are children of the root
node;

4. Other characters follow the same token.

For example, the first character of all the following words have the same Pinyin
||ba0||: “i%t’ﬁ‘, n@kﬁv’ “@k’ﬁéﬁ‘, ||i§tﬁ$|’ ||Wv’ "ﬁﬁl‘i', ni%[{: ||i%):=|’
B, R R R R
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3.5 Comparison with Existing Methods

Previous research has used mutual information for Chinese word segmentation. For
example, both Chien et al. (1997) and Ong et al. (1999), utilize MI in their key phrase
extraction. Our proposed algorithm is different from these existing studies. First, MI
is used in different ways and different stages in our segmenter. Chien et al. (1997)
first split a given string into tokens with different lengths and use MI to filter out the
strings with an MI value lower than the threshold. Ong et al. (1999) extend Chien's
work by suggesting an updateable PAT-tree that allows the update of string
frequencies dynamically. Different from their methods, we first split a given string
coarsely, then compute MI of the neighbor tokens, and compare the MI value with the
threshold. If the MI value is higher, then we merge the tokens and add the new word
into the dictionary. Otherwise, we keep them unmerged. Another major difference is
that we use a hybrid approach. In the first stage, we perform coarse splitting using a
dictionary-based method to split the given texts, while the other two methods directly
compound the characters according to their compositions.

4 Experiments

In order to evaluate the performance of our [ASeg system, we compare it with the
Hylanda segmenter (www.hylanda.com) and the ICTCLAS segmenter (Zhang et al.,
2003). The Hylanda segmenter is a dictionary-based segmenter that has been widely
used in practice (e.g., the search engine Zhongsou). ICTCLAS is an HMM-based
segmenter. Both segmenters were chosen because they have shown very good
performance in previous studies.

We use precision, recall, and F-measure to evaluate the performance of the
segmenters. The calculations are as follows:

L. correctNum correctNum
precision = —— recall = ———————
autoTotalNum manualTotalNum
2X recall X precision

F —measure =

recall + precision

where correctNum is the number of words correctly identified by the automatic
method, autoTotalNum is the total number of words identified by the automatic
method, and manualTotalNum is the number of words identified in the manual
segmentation. A perfect segmenter will have a recall and precision of 100%. All these
measures can be calculated automatically from a machine-segmented text, along with
the human-segmented gold standard.

We collected a set of terrorism-related documents from the Web using crawlers.
Within our list of seed Websites for terrorism-related content, we crawled news
content using our page filter, which discards irrelevant materials like the advertising
anchor text and the fringe links, and just keep the news content. As a result, we
obtained a set of 330 news articles.

With these data, we setup our own gold set and training set, and run the three
segmenters on the corpus. In our algorithm, the dictionary trie is updated dynamically
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after the first run of the training corpus. At last we obtained 57,339 words through the
terrorism corpus, which also includes some high frequency general words.
The segmentation results of the three segmenters are shown in Table 2:

Table 2. Results of the three segmenters on terrorism-related content

Hylanda ICT 1ASeg
Precision 0.8603 0.7759 0.9477
Recall 0.9160 0.8658 0.9480
F-measure 0.8874 0.8223 0.9477

Overall we can see that our segmenter achieves the best performance among the
three segmenters in terms of precision, recall, and F-measure. Note that some of the
ICT scores are zero because those tests could not be executed successfully due to, for
example, problems with common Web page patterns like “...... ” or email addresses.

5 Discussion

Based on our testing of the segmenter on the terrorism-related corpus and other
corpuses (not reported here), we found that two aspects of the training data have a
profound influence on the model's accuracy. First, some errors are obviously caused
by deficiencies in the training data, such as improperly segmented common words and
name entities. Second, some errors stem from the topics covered by the corpus. It is
not surprising that the error rate increases when the training and testing text represent
different topic areas--such as training on military affairs news text and testing on
medical text.
We observe that our algorithm has the following characteristics:

1. Using Mutual Information value as the new words identification threshold is
greatly different from simple term frequency confidence.

2. Different thresholds will achieve different results. For example, a threshold of 20
may just keep all the tokens in their original form, while a threshold of 9 will
result in merging some high co-occurrence adjacent tokens as one word. In
general, we found that a lower threshold will make the segmenter to prefer longer
words, thus resembling more closely with named entity extraction tools.

3. By using suffix tree, we can do searching and matching more easily and
efficiently. Using the Ukkonen algorithm, we can construct the suffix tree in O(n)
time complexity and O(n) space complexity.

4. Through our improved bigram structure, we can filter the low MI token-pairs,
which greatly improves the boundary forecast accuracy.

6 Conclusion

In this paper, we propose a method on Chinese word segmentation based on suffix
tree and mutual information. We integrate character-level information and word-level
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information and achieve encouraging results in segmenting a terrorism-related corpus.
Our algorithm uses a two-stage statistical word segmentation. In the first stage, word
suffix tree are used to generate a dynamic dictionary and N-gram model on input text,
and then a hybrid approach is employed in the second stage to incorporate word N-
gram probabilities, and mutual information with word-formation patterns to detect
Out-Of-Vocabulary words.

Our future work includes the following:

® Improve our strategies by adding more words' position information and part-of-
speech to develop an integrated segmenter which can perform known word
segmentation and unknown word identification at the same time.

® Address the OAS (overlap ambiguity string) problem using syntax rules and
address the "CAS" (combination ambiguity string) problem using SVM classifier.

¢ Study the possibility of performing Chinese named entity recognition using the
HMM-based tagger and its integration with this Chinese analyzer.

® Investigate the problem of event information extraction based on syntax structure.
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Abstract. In this paper, we propose a term association model which extracts
significant terms as well as the important regions from a single document. This
model is a basis for a systematic form of subjective data analysis which
captures the notion of relatedness of different discourse structures considered in
the document, without having a predefined knowledge-base. This is a paving
stone for investigation or security purposes, where possible patterns need to be
figured out from a witness statement or a few witness statements. This is
unlikely to be possible in predictive data mining where the system can not work
efficiently in the absence of existing patterns or large amount of data. This
model overcomes the basic drawback of existing language models for choosing
significant terms in single documents. We used a text summarization method to
validate a part of this work and compare our term significance with a modified
version of Salton’s [1].

Keywords: Information retrieval, investigation, Gain of Words, Gain of
Sentences, term significance, summarization.

1 Introduction

Information retrieval (IR) deals with text analysis, text storage, and the retrieval of stored
records having similarity between them [2]. Among various IR models, vector based
model is the significant one assigning weights based on the discriminative powers [3].
Inverse Document Frequency is the most common language model. But there are also
modifications of the above concept into inverse sentence frequency and inverse term
frequency, which all work over a large corpus to find a solution to the problem where
document space language models do not work [4]. There are situations when the user
query is not the only desired need but the relations between different contexts within a
single text, which provide an insight into the semantic relations, might be of interest in
some specific applications like official investigations, or counter terrorism, text
summarization [5], question answering systems [6] and so on.

There are different computational models for natural language discourse structures,
which are mainly used for summarization and question answering systems [7],[8], [9],
[10]. In [11], the authors generate intra-document semantic hyperlinks and characterize the
structure of a text based on the intra document linkage pattern. Again the concept of

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 142008,
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Latent Semantic Analysis [12] exploits knowledge induction and representation. A related
concept to our work was analyzed by Rocha [13], where he presented keyword semantic
proximity and its semi-metric behaviour in a recommendation system TalkMine to
advance adaptive web and digital library technology.

IR following conventional predictive data mining techniques has proved to be ineffective
in handling cases where there are no previous patterns of data available [14]. If we consider
the act of terrorism, we do not find any similar indicia. With a relatively small number of
attempts every year and only one or two major terrorist incidents every few years- each one
distinct in terms of planning and execution- there are no meaningful patterns that show
what behaviour indicates planning or preparation for terrorism. So, it is preferable to handle
these types of scenarios with subjective data analysis or computational linguistic
technologies to exploit the semantic and syntactic structure of texts.

Almost every document has some hierarchical structure concerning the importance of
the words or concepts occurring in it [15]. The basic idea of linking the terms (entities +
significant keywords) in a document is based on their frequency of occurring together in
different paragraphs or sentences, presuming them to have some relationship. This
approach does not require any previous knowledge about the data pattern. It is based on
the degree of linkages found between different terms and brings out the relevant ones.

2 Motivation

In the previous section we have already mentioned that predictive data mining is not that
useful to analyze cases like terrorism [14], or social crimes. Trained officials need to
analyze every witness statements to find some clues to assume a possible solution to solve
a legal problem. The basic objective of our work is to enhance the performance of these
people and make their work easier in getting a solution.

There are several works related to information extraction, but the established models
[3], [12], and [13] mainly deal with huge corpora for their analysis. Hence, it is
challenging to work with a single document or very few documents to extract the most
important facts and create a possible network to find patterns between different discourse
segments within the text.

3 Term Significance Models

3.1 Modification of Salton’s Indexing Method for Choosing Significant Terms
in Single Documents

In this section we have modified Salton’s [1] term discrimination model in such a way so
that the documents in his model refers to the sentences in our version. Instead of
calculating the similarities between the document pairs, we calculated here the similarity
between the sentence pairs respectively. Our main aim of calculating the discrimination
value was to identify the significant terms.

Let sentences be the discourse structure in this case. So, similarity between sentences is
calculated by,

!
sim(s,-,sj)zz%kwjk 1)
k=1
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where, t = no. of attributes ( or terms), wrefers to the binary weights, i.e.,
1, if the term is present in the sentence
- ‘ @
0, otherwise
and i, j € sentences .

The average similarity between the sentence pairs is calculated by,

n
SiMm gy, = K Zsim(si,si) 3)
i=1,j=1
i)
Now, consider the original sentence collection with the term k removed from all the
sentence descriptions and let simsvg be the average sentence pair similarity in that case.
So, discrimination value (DV) can be computed as,

k

DV = (simg,, —simg,, ) 4

According to Salton [1], if DV >0, it refers to good discriminators and if DV <0, it
refers to bad discriminators.

3.2 Our Approach: Gain of Words (GOW)

We present here a method, whose major purpose is to discriminate between the significant
and non significant terms (or words). As a preprocessing step, we have initially considered
all words from the document including the stop words.

Now, let nbe the no. of words/ terms considered. Let S be the vector of sentences
present in the document. So, we calculated the gain of words by,

GOW = ZZJ? x> wy )

Where, fii is the frequency of the term (no. of occurrences) jin the sentence i and w is

the weight as mentioned in the previous model.
Words having very high GOW values are discarded, maintaining a threshold of
0<GOW<10.

4 Sentence Extraction: Gain of Sentences (GOS)

Gain of Sentences, refer to the value which signifies the importance of sentences in a
document. The greater the value, higher is the importance. Before computing this, in the
preprocessing stage, we discarded all the stop words. As mentioned above, let n be the no.
of words / terms considered. Let S be the vector of sentences present in the document.

So, we compute the gain of sentences by,

GOS = ZZ::? x> i, ©)
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Where, f,-j is the frequency of the term (which means no. of occurrence of the term) jin

the sentence i and w is the weight as mentioned in the previous model.
This concept is also used for summarizing a document as it ranks the sentences as per
their importance.

5 Experimental Results

In this section we illustrate the experimental results related to the methods discussed in the
previous section.

We used the CST data set [16], related to a Milan plane crash. There are multiple single
texts in the data set. Since, we focus on single documents, we used each of those for
analysis.

Gain of Words: We explained the significance of using Gain of Words (GOW) in the
previous section. Using GOW, we can eliminate the unwanted words, at the same time
keep the possible important words including the entities (the ones generally obtained using
named entity extractors). Here we have taken ten words, randomly chosen from the files
separately. The tables below show the nature of results obtained using Salton’s term
significance measure on a single document as well ours. It clearly shows that, for certain
words, it gives some meaningful results showing that negative discriminative value,
signifying that those words are poor terms. But on the other hand, it cannot differentiate
between the good words also. The zeros in the tables show that it cannot identify the
terms. Our result overcomes this drawback. The value of the gain computed easily helps
us to identify the words between useless, useful and less useful. When the gain values are
very large, it shows that the words are useless.

Table 1 and Table 2 illustrate the term significance based on two different methods. It
is clearly seen in fig.1 that the highest value for the DV is 0. It is just capable of discarding
the most useless terms. The words like “the”, “in” (shown in table 1) are the stop words
which can be discarded using both the methods. But words like “crash”, “plane”, “Milan”
bear meaningful content, but can be identified by GOW method, not with DV.

Table 1. Comparison between two term sig- Table 2. Comparison between two term sig-

nificance methods nificance methods
Document 1 Document 2
Words DVof Salton’s GOW Words DV of Salton’s GOW
method method
the -0.462 13.847 Are -0.035 0.842
in -0.462 13.154 smoke -0.006 0211
plane 20.038 0.692 police -0.006 0.211
building 20.077 1.231 pe.ople -0.006 0.211
crash -0.038 0.692 milan -0.006 0211
april 0 0.077 scene -0.018 0.474
skyscraper -0.013 0.308 P‘re'lh -0.018 0.474
milan 20.013 0.308 italian -0.018 0.474
cnn -0.0123 0.462 from -0.018 0474
bombing 0 0.077 work -0.018 0.474
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The DV identifies all words as useless, except for “april” and “bombing” and identifies
these as almost useless. Our technique also identifies these two as almost useless, but also
identifies stop words and useful words and clearly differentiates them.

We basically maintained a threshold of 0<GOW<I0 approximately to choose the
words. But there is some noise in out data also.

In table 2, the words like “are”,” from” fall within the threshold limit we have chosen.
So these words could not be identified

Gain of Sentences: The Gain of sentences (GOS) is another useful method we present
here. The basic target of this part is to analyze and extract the important regions of the text
so it partly behaves as a summarization. We had to do some preprocessing before
obtaining GOS. Using the threshold mentioned above, we selected the possible significant
words from the text. But in order to reduce the noise, we removed the stop words from this
new set of words. After this we ran our simulation to obtain GOS. We used the MEAD
[17] summarization tool to compare our method. We present here the nature of summaries
extracted using this tool as well as with our method. Since GOS creates sentence
importance in the document, we here present the five most important sentences to see how
far it holds with the MEAD’s process.

For Document 1:
MEAD summarization:

CNN.com - Plane hits skyscraper in Milan - April 18 2002 CNNenEspanol.com A small
plane has hit a skyscraper in central Milan setting the top floors of the 30-story building on fire
an Italian journalist told CNN.

The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. 1450 GMT on
Thursday said journalist Desideria Cavina.

U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern
U.S. 2002 Cable News Network LP LLLP.

Our Approach: GOS

CNNenEspanol.com A small plane has hit a skyscraper in central Milan, setting the top floors of
the 30-story building on fire, an Italian journalist told CNN.

U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern U.S.
2002 Cable News Network LP, LLLP.

The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. (1450 GMT) on
Thursday, said journalist Desideria Cavina.

Italian TV says the crash put a hole in the 25th floor of the Pirelli building, and that smoke is
pouring from the opening.

Many people were on the streets as they left work for the evening at the time of the crash.

For Document 2:
MEAD summarization:

CNN.com - Plane hits skyscraper in Milan - April 18 2002 CNNenEspanol.com A small plane
has hit a skyscraper in central Milan setting the top floors of the 30-story building on fire an Italian
Jjournalist told CNN.

The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. 1450 GMT on
Thursday said journalist Desideria Cavina.

1 heard a strange bang so I went to the window and outside I saw the windows of the Pirelli
building blown out and then I saw smoke coming from them said Gianluca Liberto an engineer who
was working in the area told Reuters.

U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern U.S.
2002 Cable News Network LP LLLP.
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Our Approach: GOS

"l heard a strange bang so I went to the window and outside I saw the windows of the Pirelli
building blown out and then I saw smoke coming from them," said Gianluca Liberto, an engineer
who was working in the area told Reuters.

TV pictures from the scene evoked horrific memories of the September 11 attacks on the World
Trade Center in New York and the collapse of the building's twin towers.

CNNenEspanol.com A small plane has hit a skyscraper in central Milan, setting the top floors of
the 30-story building on fire, an Italian journalist told CNN.

U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern U.S.
2002 Cable News Network LP, LLLP.

The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. (1450 GMT) on
Thursday, said journalist Desideria Cavina.

The alignment of the sentences we presented might vary from the MEAD
summarization. Many of the documents include the same sentences as news sources
import the same sentences into different documents. We have presented here the
sentences based on their importance in the document. Clearly, our summaries are
qualitatively equivalent to the MEAD summarizations.

6 Conclusion

This work is a two way approach of term association where we find the significant
words as well as extract the important sentences from a text. It is a simple method
based on the syntactic appearances of the terms/ words in a single document. It is very
useful to analyze the cases where no predefined data pattern is available. We have
also shown that a classic method which has been used successfully for term extraction
fails to work when there is a single document or very few documents. Though we
have seen that the performance of this model is better, but still we need to improve
this in order to get rid of the noise.
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Abstract. As Internet technologies evolve, phishing and pharming attacks fre-
quently occur and diversify. In order to protect the economic loss and privacy
of Internet users against the phishing attacks, several researches such as website
authentication and email authentication have been studied. Although, most of
them use website black-list (WBL) or website white-list (WWL), there are sev-
eral weak points, such as validity of WBL DB (database) and the short
life-cycle of phishing websites. That is, it is impossible to discriminate between
legitimate and forged websites until the phishing attacks are detected and re-
corded into WBL DB. Furthermore, the existing WBL and WWL approaches
hardly counter the new generation of sophisticated malware pharming attacks.
In this paper, in order to overcome the limitation of WBL and WWL ap-
proaches, new approach based on the WWL approach, which can quantitatively
estimate the security risk of websites that is security risk degree representing
the phishing websites, is proposed.

1 Introduction

As Internet technologies (e.g. E-Commerce and Internet Banking) evolve, phishing
and pharming attacks frequently occur and diversify. The phishing attacks steal user
identity data and financial account credentials using social engineering and technical
subterfuge [1]. The social engineering schemes use 'spoofed' e-mails to lead users to
forged websites designed to trick attacker into divulging financial data such as credit
card numbers, account usernames, passwords and social security numbers. The
pharming attacks, e.g. hijacking brand names of banks, are more advanced phishing

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 21 2008.
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attacks that it misdirects users to fraudulent sites or proxy servers typically through
DNS hijacking, often using crimeware such as Trojan keylogger spyware [1]. Phish-
ing attacks not only exploit software vulnerabilities but also human vulnerabilities
since Internet users of average skill often do not understand security indicators and
cannot distinguish between legitimate and forged websites [2]. In order to protect the
economic loss and privacy of Internet users against the phishing attacks, several re-
searches such as website authentication and email authentication have been studied.
Most of them use website black-list (WBL), which is a list of e-mail addresses or IP
addresses that are originating with known safe website, or website white-list (WWL),
which is a list of e-mail addresses or IP addresses that are considered safe website.
However, there are several weak points with the WBL and WWL approach. First,
validity of WBL DB (database) is low because the life-cycle of phishing websites is
short. Second, it is impossible to discriminate between legitimate and forged websites
until the phishing attacks are detected and recorded into WBL DB. Furthermore, the
WBL and WWL approaches hardly counter the new generation of sophisticated mal-
ware phishing attacks, pharming attacks, designed to target certain services. In
addition, many of the existing WWL approach use only website URL to distinguish
between legitimate and forged websites. In this paper, in order to overcome the limita-
tion of WBL and WWL approaches, new approach, which can quantitatively estimate
the security risk of websites that is security risk degree representing the phishing
websites, is proposed. The proposed approach includes the definition of security risk
elements, which are used to quantitatively calculate the security risk of websites, and
procedure for quantitative analysis of the security risk of the website.

The sebsequent sections of this paper are organized as follows: In Section 2, the
background and related works about the phishing and pharming researches are pre-
sented. Section 3 shows the approach method to estimate the security risk of a web-
site, including the definition of security risk elements and the steps for evaluating the
security risk of the website. In addition, a case study to apply it to real websites is
presented. Section 4 presents a short discussion about the proposed approach and its
implementation. Section 5 concludes this paper.

2 Background and Related Works

Anti-Phishing Working Group (APWG) [1] is the global industry working group to
eliminate the fraud and identity theft that result from phishing, pharming and email
spoofing. The APWG, which is composed of many organizations and security com-
panies, provides diverse information such as phishing reports, research data, and re-
sources related with the phishing, pharming, and crimeware.

Several research efforts have been made to prevent phishing attacks. In this sec-
tion, we briefly review some typical approaches as divided into two parts: Server-side
approach, and Client-side approach.

Server-Side Approach. In server-side approach, server authentication is required to
defend against phishing attacks. One of main reasons why phishing attacks are possi-
ble is because e-mails can be spoofed easily. Although spam filters researches quite
well today, they cannot guarantee that all phishing e-mails are intercepted. As one of
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these solutions, which authenticate the sender’s e-mail, and prevent phisher from
using hijacked mail address, Miscrosoft presents the Sender ID Framework [3], and
Yahoo uses its own technique called DomainKey [4]. Currently, Yahoo and other
industry leaders are in the process of standardizing a technique called DKIM (Do-
mainKeys Identified Mail) [5]. Another authentication approach is to share a secret
such as a password and an image, between server and client. Dhamija et al [6, 7] pro-
poses Dynamic Security Skins, which allows that users visually verify whether the
image from the server matches its corresponding local images. Finally, Fu et al. [8, 9]
proposes a visual similarity assessment-based antiphising strategy, which uses visual
characteristics to identify potential phishing websites and measure suspicious
webpages’s similarity to actual sites registered with the system.

Client-Side Approach. In client-side approach, most solutions are supported as a
toolbar, which show different types of security messages to help users to detect phish-
ing websites, built-in the web browser [10]. Chou et al. [11] proposes a framework for
client-side defense using a browser plug-in called SpoofGuard that examines web-
pages and warns the user when request for data may be part of a spoof attack. It uses
domain names, invalid links, URL obfuscation and images to measure the similarity
between a given page and the pages in the caches. Beside this solution, there are many
toolbars, such as TrushWatch [12], Netcraft [13], EarthLink [14], MS Phishing Filter
[15], which are designed to detect and prevent phishing attacks. Most of them use
WBL and WWL, which depends on phishing reports. As mentioned earlier, as long as
a phishing website has not been reported, phishers may steal personal data from visi-
tors to the website. Wu et al. [16] presents the Web Wallet, which prevents phishing
attacks by forcing users to compare, then confirm before going to a website instead of
just confirming. More comprehensive survey of antiphishing solutions can be found
in [17].

3 Method for Evaluating the Security Risk of a Website

In this section, in order to evaluate a security risk of a website, the security elements,
which are used to calculate a degree of the website’s security risk, are proposed. Fur-
thermore, steps for quantitative analysis of the website’s security risk using the secu-
rity elements are explained in detail.

The security risk of a website is calculated through 6 steps as depicted in Fig. 1:
Definition of the risk elements, Weight between risk elements, Measurement of the
risk grade, Calculation of the total security index (TSI), Calculation of the max secu-
rity index (MSI), and finally Calculation of the website security risk index (WSRI).

In order to quantitatively calculate the security risk of a website, the security risk
evaluation matrix (SREM) based on the scoring method is proposed as shown in Fig. 2.
The SREM can be used and implemented as WWL DB elements or security features
related with web pages.

The security risk element depicted in the SREM means a condition or a situation
which can cause security attacks. A more detailed description about the security risk
elements and steps will be presented in the following subsections.
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Step 1 : Definition of the security risk elements

Step 2 : Weight between the security risk elements

Step 3 : Measure of the risk grade

Step 4 : Calculation of the total security index (TST)

Step 5 : Calculation of the max security index (MSI)

Step 6 : Calculation of the website security risk index (WSRI)

Fig. 1. Steps for evaluating the security risk of a website

Security Risk - Risk Grade
Element ol A s gl SRI
TSI - S I

Fig. 2. Security Risk Evaluation Matrix (SREM)

3.1 Steps for Quantitative Analysis of the Website

Step 1: Definition of the security risk elements

There are many kinds of elements related with a website or a webpage. In this paper,
we propose eight security risk elements, which are especially applicable elements
related with an occurrence of the phishing attacks, are proposed as follows. These
elements can be implemented as WWL DB.

Server-Name. This element is used to judge whether the domain name of a website
coincides with the registered IP address. As mentioned previously, most of pharmm-
ing attacks misdirect users to the phishing website through DNS hijacking using
crimeware such as Trojan. Therefore, pharming attacks can be detected using check
of this element.

Domain-Country. In order to detect suspicious websites as considered phishing routes
or phishing websites, this element checks whether the domain country information
requested by a user coincides with the IP address assigned by an organization of real
country.

Domain-Life. The Domain-Life means a period of time from the registration date to
the expiration date of a domain. This element considers the characteristic of a phish-
ing website, which has a short life-span of time. That is, it is considered that the
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websites, which have a longer Domain-Life span, are safer. The Domain-Life can be
calculated using the formula (1).

Domain-Life = Expiration Date — Registration Date @)

Domain-Age. Like the Domain-Life, the Domain-Age means a period of time from
the registration date of a website to the current time. This element complements the
false positive feature, which is the characteristic of the Domain-Life. The Domain-
Age can be calculated using the formula (2)

Domain-Age = Current Date — Registration Date 2)

Domain-Famous. Domain-Famous means an eminence of the website that is the
number of search result related with the website, evaluated by search engine such as
Google, Yahoo, and so on. If the search result of website is high, it means that many
people use the website information, and secures. On the contrary, if the search result
is low, it is possible that the website is create newly or a phishing website.

DNS-Ranking. This element means the DNS query ranking information supported by
the specific companies such as Rankey [18] and Alexa [19]. This element also con-
siders the characteristic of the phishing website that has shorter lifecycle with that a
more little user contact with this website.

Website-Type. The Website-Type is decided by the subjects of supporting services
such as a government, a public institution, a company, and a personal website. If the
web services are supported by a trusted website as one of the government and
the public institution website, the website will have a lower security risk than that of
the personal website.

Security-Manager. The security manager plays critical role in fraud management
such as fraud prevention efforts and deliver actionable results that allow organizations
to take proactive action in preventing and remediating fraud. This element is used to
decide whether the website can be used as a phishing website by a hacker. Generally,
a website managed by a great security manager has a low possibility that the website
is used as a phishing website or a routing path of the phishing website.

Step 2: Weight between security risk elements

In this Step, weight is given to the security risk elements defined in previous step
according to their impact to security risk of the website. In a relative security risk
evaluation (or an absolute security risk evaluation), for example, the weight value
ranges from 1 to 5. Higher weight value is more important element, which can in-
crease security risk of a website. In this paper, in order to show case study in subsec-
tion 3.2, the security risk elements defined in previous step are assigned the weight
value using the following criteria.

5: Server-Name

4: Website-Type

3: Domain-Life, Domain-Age, Domain-Famous
2: Domain-Country, DNS-Ranking

1: Security-Manager
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Step 3: Measure of the risk grade

In Step 3, the risk grade for the each security risk elements is measured. In this point,
the risk grade is a possibility of causing the threat occurrence. In this paper, the risk
grade can be from O to 4 that the grade ‘4’ is the highest value to cause the risk occur-
rence. Each the risk grade is measured by the statistic information related with the
security risk elements as presented in subsection 3.2 Case Study.

Step 4: Calculation of the total security index (TSI)

Step 4 is a process to calculate the total security index (TSI), which is a score that
represents a security risk degree embedded in a website. As depicted in formulas (3)
and (4), the TSI is calculated as a sum of security risk index (SRI) that is a multiplica-
tion of the risk grade and the weight for the each security risk elements.

TSI =) SRI, 3)

i=1

where n is a number of the security risk elements and i is a specific security risk
element.

SRI = Risk GradexWeight 4)

Step 5: Calculation of the max security index (MSI)

In Step 5, the max security index (MSI), which means the maximum security risk
degree, is calculated. The MSI is a theoretically max risk value of the website as for-
mula (5). That is, in this paper, the MSI is a total value of the SRI when the all risk
grades for the each security risk elements is a max risk grade value 4.

MSI =) SRI, = (Risk Grade,,, xWeight), )

i=1 i=1

where n is a number of the security risk elements, and i is a specific security risk
element.

Step 6: Calculation of the website security risk index (WSRI)

Finally, the website security risk index (WSRI), which is the security risk degree
representing phishing websites, is calculated using the SRI and the MSI calculated in
steps 4 and 5 as formula (6).

WSRI =T—SI><100 (6)
MSI

The value of WSRI ranges from O to 100 that the website with higher value means
a more suspicious website as phishing websites. In order to illustrate the motivation of
our research, a case study is presented in the following section.
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3.2 Case Study

In order to show a case study, let us suppose several assumptions related with the
security risk elements and the website, which users want to contact. First, the eight
security risk elements proposed in Step 1 in subsection 3.1 are used to quantitatively
evaluate the security risk of websites. Second, weight for each security risk elements
is assigned by the criteria proposed in Step 2 in subsection 3.1. Finally, a website that
user will contact, is defined as follows: A website has a URL, which coincides with
the registered IP address. Country information for a specific domain coincides with

Security Risk . Risk Grade
Element . 4 3 2 1 0 sl
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Domain-Country

Doman-Life
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Domain-Famous
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TSI
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Fig. 3. SREM through Step 1 to Step 2
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Fig. 4. Criteria for risk grade of the security risk elements
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the country used by IP address. Domain-Life of the website is 5 years, and Domain-
Age is 3 years. The number queried by Google, related with the website, is about 30.
DNS ranking of the website supported by Rankey is under 30% among the registered
websites. The website serves an electronic commerce company. Although, the com-
pany engages a security manager, there is no any security plan or policy.

Through Step 1 to Step 2 using above assumptions, the SREM is constructed as
shown in Fig. 3.

In this paper, in order to measure the risk grade for each security risk elements, cri-
teria as depicted in Fig.4 are used.

Through Step 1 to Step, the SREM is constructed as shown in Fig. 5.

i i Risk Grade
SGEZIIE;E H e allm 2 lalo T

Server-Name 5 0
Domain-Country 2 v 0
Domain-Life 3 v 6
Domain-Age 3 \Y 6
Domain-Famous 3 v 12
DNS-Ranking 2 v 6
Website-Type 4 \Y 16
Security-Manager 1 v 4

TSI - - - - - - 50

Fig. 5. SERM through Step 1 to Step 3

Using the formula (3) presented in Step 4 in subsection 3.1, the TSI is calculated as
follows:

8
TSI =) SRI,=0+0+6+6+12+6+16+4=50
i=1
Next, in Step 5, the MSI is calculated using the formula (5) as follows:

8 8
MSI =) SRI, = (Risk Grade,,, xWeight),

i=1 i=1

=20+8+12+12+12+8+16+4=92
Finally, the WSRI of website is calculated using the TSI and MSI as follows:

WSRI =T—SI><100= 5—O><1OOE 54
MSI 92
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Fig. 6. Experimental result for real websites

From above result, the website, which a user wants to contact, has high security
risk level. That is, it is required that the user pay attention to contact with this web-
site. In order to verify the proposed security risk evaluation method, we apply it to
real website, and obtained following results.

From the result in Fig. 6, the famous websites such as Naver, Daum, and KISA
(Korea Information Security Agency) [20] are recognized as safe website. However,
other websites is estimated as suspicious websites like phishing websites.

4 Discussion

The major strength of the proposed approach is its ability to estimate the security risk
of websites quantitatively based on the WWL database. This property is particularly
useful for browser plug-in or applications against phishing attacks. However, in order
to implement the real antiphishing applications and antiphishing systems using the
proposed approach, the following issues should be considered:

First, information for several security risk elements proposed in this paper, such as
Domain-Famous, and Domain-Raking, should be supported and implemented by the
trusted third party. That is, the more precise result can be obtained with the more
correct and trusted information about the security risk elements.

Second, the criteria for making decision on the risk grade of the security risk ele-
ments as depicted in Fig. 4 should be created with the more analyzed information.
Particularly, in Step 2 in subsection 3.2, weight assignment the security risk elements
should decide an appropriate method (a relative evaluation or an absolute evaluation)
in some situation.

Finally, although only the eight security risk elements are proposed in this paper,
the more extensible security features in the websites and the webpages, such as IP
links, tricky links and external links, can be added.
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5 Conclusion and Future Works

In this paper, we proposed the new method for evaluating the security risk of a web-
site against the phishing attacks. In order to calculate the security risk, the eight
security risk elements, and procedure for quantitative analysis were proposed. The
proposed method can detect the suspicious websites containing phishing attacks and
abnormal behavior, and warn users the security risk of website with the risk level.
Furthermore, from the case study, we can discriminate the normal website from the
phishing website.

However, as mentioned in Section 4, more research is needed to obtain a more pre-
cise result, such as: ‘How should the appropriate threshold for the risk grade be de-
cided?’, and ‘Which security risk element should be priorized first among the many
security elements?’. Finally, a specific structure for implementing it to antiphishing
system is required to be designed.
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Abstract. Fighting cybercrime is an international engagement. Therefore, the
understanding and cooperation of legal, organizational and technological affairs
across countries become an important issue. Many difficulties exist over this
international cooperation and the very first one is the accessing and sharing of
related information. Since there are no standards or unification over these
affairs across countries, the related information which is dynamically changing
and separately stored in free text format is hard to manage. In this study, we
have developed a method and information retrieval (IR) system to relieve the
difficulty. Techniques of vector space model, genetic algorithm (GA), relevance
feedback and document clustering have been applied.

Keywords: Cybercrime, fighting cybercrime, high-tech crime, information
retrieval.

1 Introduction

Cybercrime is usually deemed as any illegal activity conducted through a computer.
Various types of cybercrime could be identified like Internet fraud, computer hacking,
network intrusion, spreading of malicious code, cyber piracy, identity theft, electronic
property theft, money laundering, cyber pornography, etc. And yet, new type of cyber
crime still has been brewing. Since the taking place of these cybercrimes is not
limited within a specific region, fighting cybercrime is an international engagement.
Therefore, the understanding and cooperation of legal, organizational and
technological affairs across countries become an important issue. However, there
exist many difficulties over this international cooperation, and the very first one is the
accessing and sharing of related information. There are several reasons: first, the
information about legal, organizational and technological affairs is separated across
countries; second, the information is usually stored in a free text format, third, the
information is dynamically changing. Therefore, how to make this information
transparent to world wide agencies responsible for cybercrime fighting becomes a big
challenge. Our proposition for tackling this information sharing problem is the
application of information retrieval (IR) techniques which can deal with the accessing
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of up-to-date information which is separately stored in free text format. To
demonstrate the implementation of our proposition, this research has aimed to
develop a method and IR system with the techniques of vector space model, genetic
algorithm (GA), relevance feedback and document clustering applied. It will also
experiment with the divergent embodiments of the IR system to provide some
performance basis for advanced study.

In section 2, we will refer to the needs of the legal, organizational and technological
affairs across countries and the application of the IR techniques. Next, the design of the
IR system will be described. Then, the experiments on the divergent embodiments of
the system will be presented. Finally, some conclusions will be made.

2 Fighting Cybercrime

To fight cybercrime, the human affairs of legal, organizational and technological
approaches across countries are required. Since there are no standards or unification
over these legal, organizational and technological affairs across countries, the related
information becomes a huge and complicated one as we have presented in [7]. The
proposed method to deal with this information sharing problem in this research is the
application of IR techniques.

2.1 The Need of Legal, Organizational and Technological Information

The legal affairs are needed to restrict cybercrime activities. Many countries have
created new laws or modified the current laws to fight cybercrime. World wide law
enforcement agencies investigate cybercrime activities in accordance with these
related laws. However, the related laws across countries are not in consistence.
Activities deemed as illegal in some countries might not be treated as crime in many
other countries. Therefore, conflicts between national law enforcement authorities
might occur due to the territoriality. Since cybercrime is transnational, investigators
processing cybercrime cases in one country might need to know the criminal
liabilities of these cybercrime cases in the related countries. Therefore, sharing of the
complicated legal information across countries is essential in the fighting against
cybercrime.

In addition to sharing of the legal information, international cooperation is also
highly required at the organizational level in terms of law enforcement. As the law
enforcement agencies in one country investigate a cybercrime case, they might need
to cooperate with the right law enforcement agencies of another country. They
cooperate to trace the hacker or attacker, or to sweep the child exploitation,
international money laundry, or illegal drug trafficking on Internet. Considering the
communication speed utilized by the criminal, information to support the contact at
the right time between the right organizations and agencies becomes urgent.
Therefore, information about organizational affairs related to the law enforcement
agencies in charge of cybercrime in all countries should be transparent to each other
country at any time.

The criminals of cybercrime keep applying the novel techniques or developing new
tools to commit cybercrime and to escape from being arrested. Therefore, law
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enforcement agencies always need to keep the most new information and knowledge
about computer technologies and investigation techniques to promote the effectiveness
and efficiency of cybercrime analysis and investigation. Since different countries have
different types of cybercrime, the knowledge of computer technologies and
investigation techniques are usually developed locally. If the computer technologies and
investigation techniques of all countries could be integrated, it would be very helpful in
the fighting against cybercrime. Therefore, the sharing and reuse of technological
information and knowledge should be very helpful to all countries in the enhancement
of effectiveness and efficiency of cybercrime investigation.

2.2 The Application of IR Techniques

As aforementioned, the application of information retrieval (IR) techniques could
provide great support to the using of the information since it has strong capability in
the dealing of up-to-date information which is separately stored in free text format. In
the study of IR, the basic problem to be solved is the relevance of retrieval. In the
past, studies have applied many techniques to limit the amount and increase the
relevance of information retrieved. There currently is not any solution suggested as a
perfect and unique answer. In this research, the general concept of vector space model
and genetic algorithm (GA) which have been proved to be useful will be applied; a
specific document clustering and labeling algorithm which we have developed before
[6] will be involved; and a method of relevance feedback will be developed.

2.2.1 Vector Space Model

The development of the IR system in this research has been based on the vector space
model. According to the vector space model, the document and the query are both
thought of as vectors in an n-dimensional space, where each dimension represents an
index term and every index term has a weight. Tf-idf developed by Gerard Salton [22]
is the most common term weighting approach. Having the document and the query
represented as vectors, the cosine angle between the two vectors is calculated to
measure the similarity between the two vectors. The advantage of the vector space
model is the capability to produce a ranked list of documents in terms of similarity.
However, the application of this model lies on the assumption that the terms are
independent.

2.2.2 Genetic Algorithm

GA, invented by John Holland [12], is based on Darwin’s theory of evaluation. It has
been applied in solving optimization problems. The way of application is the
performing of the set of problem population whose individuals are characterized by
possessing a chromosome which is composed of a sequence of genes. Procedures of
GA processing include chromosome reproduction, chromosome crossover, gene
mutation, chromosome fitness and natural selection. With these procedures, GA can
produce the best individual of the population or a combination of the best
chromosome of that population. In IR, GA has been applied in many ways. For
example, Michael Gordon used GA to search the acceptable set of terms and weights
in representing a document [11]; Hsinchun Chen applied GA to search the keyword
set that could effectively represent the example documents [4]; Praveen Pathak used



CyberlR — A Technological Approach to Fight Cybercrime 35

GA to adjust weights of similarity functions for documents and inquiry [20]; Zacharis
Nick had GA keep refining the searching key words based on example documents, retrieved
documents and feedback on retrieved documents to have the retrieved documents fit the
user’s requirement [17]. In this research, our application of GA will be identical to Nick’s in
general although the embodiment will be different.

2.2.3 Document Clustering

The ranked lists of retrieved snippets or documents by search engine are used as the
major way of browsing. Usually, it is inefficient in the distinguishing of totally
different concepts produced by poor or polysemous queries. Snippets or documents
clustering are the effort endeavored to relieve the efficiency. In this research, we will
have the clustering algorithm that we have developed before [6] applied in the IR
system to generate hierarchical clustering for the retrieved snippets or documents with
label attached.

2.2.4 Relevance Feedback

The very first study on the using of the user’s relevance feedback to improve query
performance was conducted by Rocchio [21]. The principle of Rocchio’s study was to
adjust query vector according to the user’s relevance rating for the retrieved
documents. The original formula proposed by Rocchio is as follows:

ni Rk n2 Sk
Q=0+, PO M
k=1 T

k=1

Where

Q1 = new query vector

Qo = initial query vector

R, = vector for relevant document k&

S = vector for non-relevant document k

n; = number of relevant documents

n, = number of non-relevant documents
p and y = weight multipliers to control relative contributions of relevant and non-relevant
documents.

In the formula, the terms are re-weighted by adding the weights from the actual
occurrence of those query terms in the relevant documents, and subtracting the
weights of those terms occurring in the non-relevant documents. While some of
current retrieval systems rely on Rocchio’s formula for query modification [1], many
other researchers have continued to study the application of the relevance rating.
Following are the main topics and example studies: (1) The § and y parameters in
Rocchio’s original formula. Studies conducted by Yu et al. [27], Koster et al. [15] and
Moschitti [16] have used different value for the f and y parameters in Rocchio’s
original formula to achieve better accuracy. (2) The vector’s weighting scheme.
Studies by Buckley et al. [3] and Desjardins et al. [8] have developed weighting
formula different from Rocchio’s for use in their IR system. (3) Ranking of the
relevance rating. Studies by Balabanovic et al. [2] or Nick and Themis [17] have
collected the user’s ranking of the relevance rating for the retrieved document
and used it to modify the user’s query interest. (4) Calculation of relevance degree.
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Kim et al.’s [14] study measure the relevance by degree which was calculated by
fuzzy inference using the information such as co-occurrence similarity, document
frequency within the feedback documents and the inverse document frequency. The
calculated relevance degree is used to re-weight the terms. (5) The strategy. In Okabe
et al.’s [18] study, an approach for refining a document ranking by learning filtering
rule sets through relevance feedback has been proposed. In Azimi-Sadjadi’s [1] study,
a learning mechanism which optimally maps the original query using relevance
feedback from multiple expert users has been introduced.

Continued studies as mentioned have extended the application on the relevance
feedback in the vector-space-modeled IR system. In this research, we have identified
the information of term appearance situations (abbreviated as tas later) existed in the
retrieved documents rated as relevant/non-relevant for application. Consider term
appearance situations of the following: (1) A term can appear in relevant documents
only and never appear in non-relevant documents (termed as tas 1 later). (2) A term
can appear in non-relevant documents only and never appear in relevant documents
(termed as tas 2 later). (3) A term can appear both in relevant and non-relevant
documents (termed as tas 3 later). In the past, fas’s affection was not clearly identified
and applied. Since studies have reported that both relevant and non-relevant feedback
are useful in the enhancement of information retrieval [10,19,23,24,26], it is
reasonable to suggest that terms belonging to tas 1,2,3 are all applicable but with
different ways of application in the enhancement of retrieval effectiveness. In the
system design presented in the following section, we will develop the vector’s
weighting strategy based on the information of fas.

3 System Framework of CyberIR

To conquer the difficulty in the accessing of the information of legal, organizational
and technological affairs across countries, we have developed an IR system —
CyberIR. Figure 1 shows the system framework of CyberIR. To operate CyberlR,
world wide organizations responsible for cybercrime fighting need just to maintain
their own web servers.

In the system framework, the component Information Collector is the user
interface; the five components - User Profile, Learning Agent, Query String
Generator, Spider and Document Selector — together are used to retrieve the
documents most relevant to the user based on the user’s retrieval interest; the three
component - Preprocessing, Label Extractor & Label Processor and Hierarchy
Builder — together are used to extract labels and build hierarchy of labeled clusters.
We detail each component as follows.

Information Collector: This component is the user interface used to input the original
query keywords, the original example documents and the retrieved documents with the
user’s relevance feedback. The user’s rating of relevance/non-relevance includes five
categories: very relevant, relevant, not sure, non-relevant and very non-relevant. Except
data input, this component also filters out useless information like punctuation and stop
words.
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Fig. 1. System framework of CyberIR

User Profile: This component is used to maintain the user’s interest/disinterest on
information retrieval. There are two user profiles, the positive and the negative user
profile; kept to record the system’s learning of the user’s interest/disinterest
respectively. The positive user profile is a database table with the four attributes:
‘Term’, ‘Frequency’, ‘Sensitivity’ and ‘Adjusted Frequency’. The negative user
profile is a database table with the two attributes: N-Term and N-Frequency.

Learning Agent: This component is used to learn the user’s interest/disinterest from
the user’s input, including the key words, the example documents, the retrieved
documents and the user’s rating of relevance/non-relevance for the retrieved
documents. In detail, the learning is based on the following input information: terms,
frequencies, ranking of relevance/non-relevance for the retrieved documents and term
appearance situations.

With the input, the Learning Agent will construct and maintain the user profile. For
the positive user profile, the value for the attribute ‘“Term’ by each row is derived
from the terms appeared in documents rated by the user as relevant/very relevant. The
value for the attribute ‘Frequency’ by each term is determined together by formula 1
and TABLE 1. The value for the attribute ‘Sensitivity” by each term is given
according to the conditions shown in TABLE 2. The value for the attribute ‘Adjusted
Frequency’ by each term is calculated from frequency and sensitivity as formula 2
shows. After the set of the values for the positive user profile, the rows of the positive
user profile can be sorted by the values of ‘Adjusted Frequency’ in descending order.
A certain number of top ranked terms together with the value of ‘Adjusted Frequency’
are then used to represent the user’s interest. For the negative user profile, the value
for the attribute ‘N-Term’ by each row is derived from the terms appeared ‘only’ in
documents rated by the user as non-relevant/very non-relevant. The value for the
attribute ‘N-Frequency’ by each term is determined together by formula 3 and
TABLE 1. After the set of the values for the negative user profile, the rows of the
negative user profile can be sorted by the values of ‘N-Frequency’ in descending
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order. A certain number of top ranked terms are then used to represent the user’s
disinterest.

In TABLE 1, the C value used to weight the term’s frequency is given according to
the user’s relevance rating for the document where the term appears. In TABLE 2, the
sensitivity value used to weight the value of ‘Frequency’ is given according to the
term’s tas. The weighting scheme of C and sensitivity is an adoption of the
adjustment strategy shown by many studies as feasible in the enhancement of
information retrieval [2, 14, 17]. Like many researches that have set constants for
their experiments [5, 9, 13, 25], we have conducted preliminary tests to detect the
appropriate values that make CyberIR perform well and stable for C and sensitivity.

(1) Frequency; = Frequency; + C; x Fj;

Where
Frequency;: the value for the attribute ‘Frequency’ by term; in the positive user
profile
C;: adjustment value for F; according to the relevance rating for document;

formulated in Table 1
F;: frequency of term; of the document; rated as relevant/very relevant
i+ 1-n, n is the counting of the individual terms in the retrieved documents rated as
relevant/very relevant
;: 1-k, k is the counting of the retrieved documents rated as relevant/very relevant
(2) Adjusted frequency; = Frequency; x Sensitivity;
Where
Adjusted frequency; : the value for the attribute ‘Adjusted Frequency’ by term; in
the positive user profile
Frequency; : the value for the attribute ‘Frequency’ by term; in the positive user
profile
Sensitivity;: adjustment value for Frequency; according to tas classification of
term; formulated in Table 2
i+ 1-n, n is the counting of the individual terms in the retrieved documents rated
as relevant/very relevant
(3) N-Frequency; = N-Frequency; + C; x NF;;
Where
N-Frequency;: the value for the attribute ‘N-Frequency’ by term; in the negative
user profile
C;: adjustment value for NF; according to the relevance rating for document;
formulated in Table I
NF;: frequency of term; of document; where term; belongs to fas 2
;2 1-n, n is the counting of the individual terms belonging to fas 2
;1 1-k, k is the counting of the retrieved documents with terms belonging to tas 2

Query String Generator: This component is used to generate a query string from the
terms in the user profile and pass the query string to spider to retrieve documents. GA
has been applied to optimize the using of the terms of the user profile in the forming of
the query string. In our application of GA, each chromosome is represented by N bits.
Among the N bits, M bits (M < N) is used to represent positive keywords connected by
AND operator and M-N bits is used to represent negative key words connected by
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Table 1. Adjustment value for relevance rating

Relevance rating for a retrieved document C value
Very Relevant 1.2
Relevant 1
In-between
Non-relevant 1
Very Non-relevant 1.2

Table 2. Adjustment value for sensitivity

Conditions Sensitivity value
Terms belonging to tas 1 1.2
Terms belonging to ras 3 1

NOT operator. The positive keywords are selected from the top M ranked terms in the
positive user profile. The negative keywords are selected from the top M-N ranked
terms in the negative user profile. In the chromosome, the value of the bit (1 or 0)
represents the selection or not selection of one keyword.

Spider: This component is used to retrieve Cybercrime related information resided in
the web servers of various organizations across countries.

Document Selector: This component is used to determine the matching of the
retrieved document to the user’s interest and to cooperate with GA in the Query
String Generator to retrieve the most relevant documents to the user. It will compare
the similarity between the retrieved document and the positive user profile first, then
pass the similarity value to the GA in the Query String Generator, and finally generate
K most relevant documents to the user. Similarity comparison in this component has
been based on vector space model and the Nick’s [17] term weighting scheme.

Preprocessing: This component is used to extract the information from the retrieved
documents needed for labeling and clustering including steps like replace tags,
identify start and end of sentence, identify part-of-speech information and stem.

Label Extractor & Label Processor: This component is used to extract candidate
labels based on documents retrieved. The candidate labels could be single term,
continuous collocation or interrupted collocation. Label Extractor encompasses two
successive steps. The first step applies the string extraction method to extract single
term and continuous collocation with variable-length. The second step uses the
concept of lexical affinity to retrieve the interrupted collocations. After that, Label
Processor is applied to filter out extracted candidate labels with poor grammatical
form. More details could refer to our previous work in [6].

Hierarchy Builder: This component is used to build hierarchy of labeled clusters. The
clustering algorithm developed here emphasizes the generation of non-redundant
browsing hierarchy. In the redundant browsing hierarchy, a child label could be
chosen by many parent labels. In some situations, parent labels could have almost the
same set of snippets and thus would choose almost identical child labels. Our design
of Hierarchy Builder can determine which labels are candidate child labels of specific
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parent label first before the choosing of child labels to avoid redundancy. The detail
of the design has been described in our previous work in [6].

4 Evaluation

We have conducted some formal tests to study the divergent embodiments of the IR
system. Since the data servers of cybercrime related agencies are not currently available,
we have turned to the web page on different servers as the data source considering the
data characteristics of up-to-date and separately stored in free text format.

We have invited twenty persons possessing a minimum of a bachelor’s degree and five
years of web search experiences as the subjects. The subject’s job was to input to the
system the original searching key words, the example document, the retrieved documents
and the relevance rating given to the retrieved documents. All our systems are
implemented in C++ and performed on Windows XP. The process of the test is as follows:

1) The user inputs some keywords to CyberIR through Information Collector to
retrieve some example document and input the example document to CyberIR.

2) CyberlR uses the example document to construct part of the positive user profile
and output some documents most similar to the positive user profile to the user.

3) The user browses the retrieved documents and ranks each document as very relevant,
relevant, not sure, non-relevant or very non-relevant and inputs the retrieved documents
together with the relevance ratings to CyberIR through Information Collector.

4) The Learning Agent uses the retrieved documents and the relevance ratings to
construct and maintain the complete positive user profile by modifying values of
the attributes ‘Term’, ‘Frequency’, ‘Sensitivity’ and ‘Adjusted Frequency’, and to
construct and maintain the negative user profile by modifying values of the
attributes ‘N-Term’ and ‘N-Frequency’.

5) The Learning Agent sorts both the positive user profile by ‘Adjusted Frequency’
and the negative user profile by ‘N-Frequency’ in descending order. Then, selects
the top M ranked terms from positive user profile and the top N ranked terms from
negative user profile and passes the selected “M positive, N negative” terms to the
Query String Generator. The Query String Generator, the Document Selector and
the Spider work together to produce optimal query string for document retrieval.

6) The Document Selector outputs the ranked list of documents to the user
according to the positive user profile learned.

7) The user browses the retrieved documents and rates each document as relevant,
not sure, non-relevant. This relevance rating for the retrieved documents is used
to measure the performance of relevance retrieval.

As Table 3 shows, several factors that might affect the performance of the system
have been studied. Figures 2-5 present the results. They can be summarized as
follows. First, more example documents provided could increase the performance of
the system. Second, the amount of terms that could make the system perform better is
100. Third, the best of the amount of key words represented by a chromosome is 25.
However, between the amount of 10 and 30, the difference is not much. Forth, the
best of the amount of negative terms used in the chromosome is 4. However, between
the amount of 2-10, the difference is not much.
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Table 3. The variables and embodiments

VARIABLE VALUES OF THE VARIABLE

Amount of example documents provided by the user 1/3/5/7/ 10

Amount of terms of the user profile

30/ 50/ 100/ 150/ 200

Amount of key words represented by a chromosome

10/ 15/ 20/ 25/ 30

Amount of negative terms represented by a chromosome 2/ 4/ 6/ 10

100

90.
80.
70.
60.

40.
30.
20.
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Fig. 2. The effect of the amount of example documents
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5 Conclusion

Cybercrime is emerging as a major crime type nowadays. Owing to its characteristics,
fighting cybercrime requires international cooperation. The human affairs of legal,
organizational and technological approaches across countries are required. Since there are
no standards or unification over these human affairs, the accessing and sharing of the
related information is difficult. The major contribution of this research is the initiation and
demonstration of a method and IR system in the solving of the problem. This beginning
step could engender the serious consideration about international cooperation on cyber-
crime fighting. The other contribution is the examination on the factors that might affect
the performance of the system. The data collected could provide more details for reference
to the development of this kind of IR system. In the long run, the computer-related crime
could be resolved only by computer-related technologies.
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Abstract. Through the combination of digital signature algorithms and in-
tegrated circuit chips, the paper puts forwards a new banknote anti-forgery
method which may be regarded as an information system. The paper conceives
the preliminary design of the system which includes the banknote print-data
editing, key management, signing-code injection, and signing-code verification
four modules, and describes the function of every module. The paper analyzes
the security and effectiveness of the new method, discusses curtly the digital
signature algorithms with a small modulus, and points out that the thought of
the banknote anti-forgery system may be extended to passport anti-forgery for
antiterrorism.

Keywords: Digital signature, Anti-forgery, Preliminary design, Verification.

1 Introduction

In 1976, the concept of public key cryptography was first put forwards by Diffie and
Hellman [1]. A public key cryptosystem contains a key generator, an encryption
algorithm and a decryption algorithm. A public key which may be distributed to
everyone in the domain, and is applied to encryption. A private key which is
individually kept only by the user himself, and is applied to decryption. Furthermore,
It is infeasible to infer a corresponding private key from a public key. By now, the
applicability of public key cryptosystems has been extended to digital signature and
identity verification for authenticating a sender and preventing messages from being
denied by the sender or modified by attackers [2][3].

Although an electronic currency has already come forth, paper currencies, namely
banknotes, as one of the age-oldest and most convenient trade mediums, still play an
irreplaceable role today, and also will not disappear in the future. However, banknotes
counterfeited enormously have brought great losses to world economies. Because
existing physical and optical anti-forgery means can’t suppress banknote counterfeit
thoroughly, seeking for new and breaking-through anti-forgery techniques has
become nondeferrable affairs of nearly every country’s center bank. In this paper, a
banknote anti-forgery system shortly called BAFS is proposed, and the effectiveness
and advantage of BAFS are discussed.

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 44 2008.
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2 Basic Techniques for the Banknote Anti-forgery System

2.1 IC Chip Techniques

Currently, IC chip techniques are pretty mature. The chips micron-scaled have already
come into a product line, and the chips nanometer-scaled are being in the process of
research and development [4][5]. Such a size makes it possible to embed a chip into a
banknote. Every IC chip is set a device number according to itself hardware circuit by
the manufacturing plant. The IC device number is unique in the world and can’t be
modified forever. Therefore, a banknote embedded with an IC chip will possess one
uniquely identifiable physical characteristic that is equivalent to a biological
characteristic and especially important.

IC chips are divided into two sorts — touch-sensitive and non-touch-sensitive.
Each of the IC chips that are used in BAFS belongs to the non-touch-sensitive, stores
only data, has no CPU for computing, and exchanges information through radios or
electromagnetic waves. After an IC chip is embedded into a banknote, it must be
solidified specially in order that it will not be worn away while the banknote is in
circulation. A banknote embedded with an IC chip is called an IC banknote.

2.2 Public Key Signature Algorithms

The public key cryptosystems RSA [6] and ECC [7] have already been employed in
the many applications in recent years, where ECC is an analogue of ElGamal [8], and
constructed in an ellipse curve group over a finite field.

In BAFS, we only need the key generation, signature and verification algorithms of
a public key cryptosystem. In addition, a Hash one-way function is needed for
obtaining the digest of a message printed on a banknote face. The signature algorithm
converts the digest into a signing-code with a private key. The verification algorithm
authenticates true or false banknotes with a public key. The security of the
cryptosystem is the linchpin of BAFS playing really an anti-forgery role.

The Hash function has the following properties [3][9]: (1) Given the face message
m of a banknote, to calculate the digest is very easy. (2) Given the message digest y, it
is computationally infeasible to find a message m satisfying Hash(m) = y. (3) It is
computationally infeasible to find the two different face message m; and m; satisfying
Hash(m;) = Hash(m,). This condition requires Hash to be strongly collision-free.
Therefore, the face message digest of a banknote is uniquely determined by Hash, and
there is hardly any identical digest between arbitrary two banknotes.

3 Preliminary Design of the Banknote Anti-forgery System

BAFS is composed of hardware and software two parts. Hardware contains general
computers, IC chip read-write machines and IC banknote checkers. Software contains
the banknote print-data editing module, the key management module, the signing-
code injection module, and the signing-code verification module.
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3.1 Banknote Print-Data Editing Module

The banknote print-data editing module runs on a computer off-internet, and is
employed by the national center bank. It should do the following tasks:

(1) Create a database file called BPD for storing banknote print-data: center bank
name, banknote version, print order, par value, print date, printery, start
currency number, end currency number, public key, etc. The database records
should be sorted according to the banknote version and print order.

(2) Input all the field values to the database file. The print-data of banknotes per
version and time corresponds to a record in the database file.

(3) Modify a record of the database via an operator authorized.

(4) Delete a record of the database via an operator authorized.

Notice that BPD needs to be preserved for a long time so as to be provided for
management and decision of the center bank administrators.

3.2 Key Management Module

This module runs on a computer off-internet, is employed by the national center bank,
and has a high secrecy. Its tasks should be as follows:

(1) Set the parameters of the selected public key cryptosystem.

(2) Produce a public key and a private key through the key generation algorithm.

(3) Output the private key to an USB flash disk, which is kept by a kernel official
and must not be divulged.

(4) Store to BPD the public key which is provided for the signing-code injection
module.

Notice that the IC banknotes having the different version numbers should use the
different key pairs, and the IC banknotes having the different print orders but the
same version numbers should also use the different key pairs.

3.3 Signing-Code Injection Module

Before the signing-code begins to be injected, the IC chip embedding and banknote
printing should be finished in the banknote printery. The selected IC chip is non-
touch-sensitive and writing-once-reading-many. The start and end currency numbers
of the banknotes per version must be the same as the corresponding field values of the
relevant record in BPD.

A combination of the bank name, par value, printing year and currency number on
a banknote is called a face message. The first three items and the start number can be
obtained directly from the relevant record in BPD, and we get the currency number by
adding the start number to the sequence number. The sequence numbers begin with 0.
This module is employed by the center bank, has a high secrecy, and runs off-internet.
The computer has a copy of BPD and connects with an IC chip read-write machine.
The module should do the following tasks:

(1) Capture the device number of the IC chip embedded in a banknote through the
read-write machine.
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(2) Read the values of the fields bank name, par value, printing year and start
number of the record from BPD, according to a banknote version and printing
order. Compute the currency number by adding the start number to the
sequence number, and then let the sequence number increase 1.

(3) Calculate the digest of the face message and IC device number by the Hash
function. Namely, Calculate Hash(face message, IC device number).

(4) Read from a flash disk the private key corresponding to the public key in BPD.

(5) Regard the message digest and private key as the parameters, and produce the
signing-code of the banknote by the digital signature algorithm.

(6) Write the signing-code, public key and face message into the IC chip embedded
in the banknote via the read-write machine.

Notice that when the signing-code is injected, we should sort the IC banknotes by
the ascending order of currency numbers so as to warrant that a signing-code matches
an IC banknote in currency number. The private key should to avoid being revealed.

3.4 Signing-Code Verification Module

This module as an embedded program runs in a banknote checker, which has an
inductor for reading data from the IC chip and 16-bit CPU for calculating. The
checker finishes verifications simultaneously while it counts IC banknotes.

The banknote checkers may be divided into two types. One of them is expensive.
The other is cheap and portable, only can handle an IC banknote at a time, and is
provided for small retailers and individuals. The module should do the following
tasks:

(1) Capture the signing-code, face message, IC device number and public key from
a static or moving IC banknote through the inductive head.

(2) Calculate the digest of the face message and IC device number by the Hash
function. Namely, Calculate Hash(face message, IC device number).

(3) Regard the message digest, private key and signing-code as the parameters of
the public key verification algorithm, and obtain the verification value.

(4) If the verification value satisfies the given condition, then the IC banknote is
true. Otherwise the IC banknote is forged, and a sound alarm is sent to users.

The verification process of an IC banknote checker looks the same as that of an
optical checker. Its verification speed rests with the public key verification algorithm.

4 Analyses of the Effectiveness of BAFS

We will see that the effectiveness of BAFS is irreplaceable. BAFS based on digital
signature algorithms should be the thorough anti-forgery method.

4.1 Comparing Directly IC Device Numbers is Infeasible

It is known from section 2.1 that the device number of an IC chip is unique in the
world. Since the IC chip is embedded in a banknote, the banknote also owns
uniqueness in the world.
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Then, why does the IC banknote need a signature by the national center bank yet?
The reasons are as follows: (1) The banknote circulation is very vast. If IC device
numbers are compared and checked directly, then the center bank must aggregate the
device number of every IC banknote into a database provided for checking. This
database will be huge and need an especially gigantic storage space. (2) When
checking, a user needs to seek the device number of the IC banknote from the
database. Obviously, the database is too large to be placed in a banknote checker,
hence the user can only telnet to the database placed at the center bank. Telneting
needs time. In addition, it also needs time to seek a specific IC device number from
the huge database. (3) The IC device number database is open to every visitor so that
its security can’t be guaranteed. Checking work will be unable to proceed at all in
case the data in the database is destroyed or divulged.

Therefore, it is infeasible in time and space directly to compare and check IC
device numbers, and risky in security.

4.2 Adopting a Symmetric Key Cryptosystem Is Insecure

It is well known that commercial banks usually select relatively fast symmetric key
cryptosystems to encrypt data or authenticate identities in financial applications based
on IC cards.

Then, why don’t we use a symmetric cryptosystem in BAFS? This is based on the
following considerations: (1) Banknotes are circulatable and exchangeable while
IC cards are inexchangeable and can only be held fixedly by users. (2) The user
terminals — ATM for example of IC card system are owned and supervised generally
by the commercial bank itself, which can protect the security of the symmetric
cryptosystem. However, IC banknote checkers are held either by commercial banks or
by individuals. If the symmetric key is placed in a banknote checker, it is fully
possible that the symmetric key is disclosed. (3) If a symmetric key for signatures is
changed, its counterpart in every banknote checker also needs to be replaced
correspondingly. Because the banknote checkers owned by users are extremely
numerous, and the human resources of the checker manufacturer are limited, it is
almost impossible for the manufacturer to finish all the replacement work. (4) The
symmetric key appears in both signatures and verifications, and is disclosed
potentially at each work stage. It is very difficult for the center bank to supervise the
symmetric key effectually.

So, the difficulties in distributing and managing keys make it infeasible to use a
symmetric key cryptosystem in BAFS.

4.3 A Public Key Cryptosystem Is an Inevitable Selection

Comparatively, a public key cryptosystem has the following advantages:

Firstly, the large-scale database for verifying signing-codes isn’t necessary since
signing-codes are stored in the IC chips of the banknotes respectively. Secondly, the
signing and verifying are to use two different keys, it is convenient to distribute and
management them. The security of the system is upgraded to the greatest degree.
Lastly, the public key is stored in the IC chip of a banknote, and is irrelevant to an IC
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banknote checker. Even if the public key is changed according to the private key by
the center bank, all the banknote checkers don’t need to be changed or maintained.

A public key cryptosystem has a slower execution speed than a symmetric key
cryptosystem does, but the execution speed of BAFS will be able to meet the users’
practicable requirement if we select a suitable cryptosystem and its parameters.

S Prospects

For the center bank, the cost of IC banknotes come principally from IC chips, but the
center bank issuing IC banknotes saves the cost of the physical and optical anti-
forgery technologies at the same time. The two costs are equivalent by and large. Like
personal computers, with the popularization and slathering of IC chips, the price of an
IC chip will decline further.

The integration degree of an IC chip is more and more high, and is striding into a
nanometer scale from a micron scale. At present, an IC chip scaled in microns is fit to
be embedded in a banknote. Thus, the physical size of an IC chip will not become a
problem of developing BAFS.

The modular length has the great influences on banknote checking, which requires
us to manage to design out a public key cryptosystem which bears a relatively small
modulus — 128-bit modulus for example. If so, we may conceive a spare signature
scheme. The spare signing-code will be used only when the IC chip in an IC banknote
is damaged. Moreover, the damaged IC banknote must be submitted to the national
center bank by its holder for security consideration, and the verification of the spare
signing-code can only be performed by the center bank.

Obviously, the thought of and the technique for BAFS may be extended to passport
anti-forgery which is an urgent demand from international antiterrorism.
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Abstract. Developing effective suspicious activity detection methods has
become an increasingly critical problem for governments and financial
institutions in their efforts to fight money laundering. Previous anti-money
laundering (AML) systems were mostly rule-based systems which suffered from
low efficiency and could can be easily learned and evaded by money launders.
Recently researchers have begun to use machine learning methods to solve the
suspicious activity detection problem. However nearly all these methods focus
on detecting suspicious activities on accounts or individual level. In this paper
we propose a sequence matching based algorithm to identify suspicious
sequences in transactions. Our method aims to pick out suspicious transaction
sequences using two kinds of information as reference sequences: 1) individual
account’s transaction history and 2) transaction information from other accounts
in a peer group. By introducing the reference sequences, we can combat those
who want to evade regulations by simply learning and adapting reporting criteria,
and easily detect suspicious patterns. The initial results show that our approach is
highly accurate.

Keywords: Anti-money laundering, suspicious activity detection, SARs,
Euclidean distance, sequence matching.

1 Introduction

Money laundering (ML) has been recognized as a critical problem with serious
economic and social ramifications. ML is always accompanied with by crimes, such as
drug trafficking, financial terrorism, corruption, and so on. Federal agencies estimate
that as much as $300 billion is laundered annually, worldwide [1].

To combat ML, governments and financial institutions, including financial
information agencies, various regulatory agencies, and law enforcement agencies have
been working together, and a number of different approaches have been attempted. [2].
Among these approaches, suspicious activity detection plays an important role as it
generates an initial set of potential money laundering cases for further investigation. In
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addition, it is helpful in summarizing money laundering trends and patterns for
prevention [3]. During suspicious activity detection, domain experts in each financial
institution are required to extract suspicious activity reports (SARs) according to the
suspicious criteria, and deliver those reports to a supervision center. Experts in the
supervision centers combine reports from different financial institutions along with
other information to further isolate highly suspicious ML related activities. Recently
AML systems have been developed in most financial institutions to help extract SARs,
however, major technical gaps exist when developing an effective and efficient method
to detect suspicious activities from a large quantity of transactional information
streams. Surveys from China have shown that until recently most of the AML systems
running for SARs were based on human-set thresholds, which suffered from both low
false-positives and low true-positives for reporting SARs. They have also had difficulty
explaining the meaning of the suspicious transactions.

This paper focuses on developing a computational approach to enable financial
institutions to classify normal and suspicious sequences from their large volume of
transactions. To achieve it, we introduce a sequence matching method, define the target
sequences as ‘query sequences’, and introduce two kinds of information as ‘reference
sequences’: historical information in the same accounts’ transactions, and transactions
of other accounts in the same peer group. There are two major advantages to this
approach: first of all, by viewing transactions as temporal sequences, it is much easier
to characterize them as fraudulent than it is to characterize an individual’s single
transaction as fraudulent. For example, a single deposit of just under $10,000 may not
be suspicious, but multiple such deposits are and a large deposit may not be suspicious,
but followed closely by withdrawals it will be quite suspicious. Secondly, by
comparing query sequences with historical information it is possible to detect
suspicious activity according to its own transaction trend or temporal pattern rather
than by simply picking out those transaction points exceeding human-set thresholds.
Thus it is possible to reduce the number of incorrectly detected cases since a human-set
threshold is usually determined statistically and it is only suitable for average cases.
Furthermore, introducing peer group information (a widely used technique in other
fraud detection application domains such as computer intrusion and telecommunication
fraud) to AML, can unveil laundering techniques such as constructing “structure
transactions” or “training their behavior patterns” to hide anomaly transactions.

The organization of this paper is as follows: Section 2 introduces the existing
suspicious activity detection methods as well as algorithms used in time series analysis.
Section 3 proposes our framework for suspicious activity detection. Section 4 and
Section 5 summarize the experiment design and results. The Section 6 concludes the
paper and discusses future work.

2 Literature Review

2.1 Suspicious Activity Detection

Suspicious activity detection can be viewed as an outlier detection problem, in which,
most of the methods are categorized into threshold-based detection and state-based
detection. In AML realities, most AML detection systems use human-set thresholds to
filter those suspicious transactions according to survey result from China[2]. Among
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the more elaborate AML systems, the American National Association of Securities
Dealers, Inc. uses break detection technology to detect abnormal stock transactions[4]
and the U.S. Financial Crimes Enforcement Network Al System (FAIS) uses suspicious
scores to flag certain types of transactions and activities, and it also utilizes link
analysis technology to detect related crimes[5, 6].

Some researchers focus on using machine learning methods to help detect suspicious
activities. For example, Tang [7] used SVM to deal with labeled transaction data in
order to find out suspicious activity and Wang [8] introduced decision trees to customer
AML risk assessment using manually labeled examples to train the trees. Also there are
papers focusing on finding suspicious accounts whose transaction tendencies were
differentiated from other customers in the same industry[9, 10].

Most papers that we reviewed focused on suspicious customer and account
detection, while for AML suspicious retail transactions must be reported. At the same
time, both supervised and unsupervised learning methods are used, but because of a
lack of truly suspicious data, evaluations in those papers are weak.

2.2 Time Series Analysis and Sequence Related Work

Time series analysis has been used in many financial problems. Control charts,
breakpoint analysis [11], and change-point detection [12] are among the popular
methods designed to find bursts in a single time series.

Different from those three methods mentioned above, sequence matching is a
method focusing on a comparison between sequences in time series databases, and it
has been used in stock analysis and computer intrusion [13-15]. It helps to identify
other days in which stock X had movements similar to the current movements, and it
then further classifies objects that have similar temporal patterns into different groups.
There are two kinds of sequences in sequence matching: query sequences and reference
sequences, and these can have different meanings depending on the application
domain. One of the main jobs in sequence matching is defining similarity measures
[16]. Claudia discussed different similarity measures for sequences [17], and the most
used in time-domain continuous representations is the Euclidean distance; which is
determined by viewing each sub-sequence with n points as a point in R".

Although used in other applications as mentioned, to our knowledge, sequence
matching has not been used in suspicious transaction detection. In this paper, we use the
classical Euclidean similarity distance to define similarity between different sequences,
while using a threshold-based method to classify normal and suspicious sequences.

3 A Framework for Suspicious Activity Detection Using Sequence
Matching

Our algorithm differs from existing machine-learning methods used in AML in that it
focuses on assisting financial institutions to detect suspicious sequences as required by
supervision centers, rather than by detecting suspicious accounts or customers.
Meanwhile, compared with other time series analysis methods, our method combines
sequence matching and classification methods (see details in Fig. 1). In order to map an
AML problem into a sequence learning problem, we form the query sequences by
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Mapping Original data: Relational database: custemer irfo, account info, transaction info
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Fig. 1. Relations between our algorithm and Fig. 2. Framework for suspicious activity
sequence matching and classification methods detection using sequence matching

selecting high-risk sequences in an account’s transaction sequences using a
probabilistic model. To create reference sequences, we use historical information and
peer group information because we identify a suspicious activity based on the
hypothesis that these transactions are different from normal accounts’ transaction
activities in the same peer group, as discussed in the first section. For similarity
measures we use classic Euclidean distance of local features pairs for different
sequences. After calculating the similarities between different sequences, we can
further classify those sequences into normal and suspicious.

Our algorithm contains four steps: data acquisition and parsing, high-risk sequences
selection, similarity calculation between high-risk sequences and reference sequences,
and sequences classification. See Fig. 2.

During the data acquisition and parsing stages, transaction data within the same peer
group are filtered from the financial database. Following the previous literature, we use
those categorized attributes such as industry, account type, and company size to
determine the peer group. The resulting transaction activities include the following
information: who (transaction account), when (transaction time), how (operation type)
and how much (the amount of money). Then for all accounts in the same peer group, we
use a window with fixed size to segment the original transaction information pieces and
to extract local features for further stages of analysis. In our study, we chose a relatively
small widow and segmented transactions into a daily level. For each piece of
an account A; €A ( A is the set of accounts in database), the local features
F =<f,f,,..fy > (k is the dimension of local features),which could be user-defined
by domain knowledge, prior AML literature usually includes: <frequencies of
transactions, frequencies of flow-in transactions, frequencies of flow-out transactions,
amount of transactions, amount of flow-in transactions, amount of flow-out
transactions >. Transaction temporal activities of A; after segmentation are as follows
< t1, 911, Q2i1s - kiz > < 1, dain 2ib - kit > < by, Qaigg, iy - iy, > - for
different accounts, the total number of segment pieces could be different because of the

customers’ registration period, let |; represents the number of segmentations pieces
for A;.
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In the high-risk sequence selection stage, we use two steps to form the high-risk
sequences. 1) The first step is to select high-risk pieces using a threshold-base
probabilistic model. Sequence matching in a large scale database is usually time
consuming, thus the main purpose of this step is to select the most likely high-risk
points for forming query sequences. For each feature f; € F, given a threshold o

using all the pieces formed by stage one Sfj = {qmlo <i<|Al,0<L<I< li} (in
which |A| represents the cardinality of set A), we can get the set of high-risk
piecesSPfj according to following equations (1a) (1b):

SPy = {10 <j <k0<i<IALO<I<Iqy =T (1a)
Plgu2T)=1-q (1b)

By setting different thresholds for different features, we can easily adjust the weights
for each feature. Let SP  be the set of candidate pieces to form high-risk sequences,
by calculating the union of all SPf]. , see (2a). Every point in SP  has potential to be

recognized as suspicious just because their transactions at the segmentation point are
statistically abnormal, either their transaction amount is relatively large or because they
exhibit relatively high frequencies within a short time. Nevertheless, we need to view
each piece in the context of temporal sequences to confirm the intention behind the
activities. Thus for further using sequence matching method, we partition SP
according to accounts. For each A; € A , we can get certain high-risk segments
dispersed within the whole transaction sequences, see (2b).

SP = UjL, SB; (2a)

SP = SPy = U}A! SP,, (2b)

2) The second step is to form query sequences and reference sequences. On one
hand, we form query sequence according to high risk points in setSP . In this study,
we use a simple method to form high-risk sequences for each piece in SP by adding
adjacent transactions. Given a sequence length 2e + 1  for query sequences, for each

account A; € A, each point (i, 1) € SPy, , the forming query sequence could be
represented as SEQ(A;) ,whichisak=* (2e +1) metrics, see equations (3a) (3b):
SEQ; (Aj)
SEQ(Ay) = \SEQ]' (Ail)) (3a)
SEQk(Ail) k+(2e+1)
SEQ;(Ai) = (Qjia-ey -+ it 7 dji+e)) (3b)

On the other hand, we form reference sequences using all the accounts in set A
For SEQ(A;;)) , which is a certain segment of A; , the reference sequences includes
two kinds, 1) using A; to get reference sequence SEQ'(4;) , it represents the
transaction history of the account itself; 2) using Aj; (j #1,0A; € A) to get

reference sequences SEQ'(A]-) , we can further compare query sequences
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SEQ(A;;))  with the transaction sequences in its peer group. Thus for each A;; , there
are a total of |A|  reference sequences, see (4a), (4b), (4c).
UL SEQ'(4)) = (U2 SEQ'(4))) U SEQ'(A) (4a)
SEQ:'(A)
SEQ'(A)) = | SEQ/'(A) (4b)

SEQk’(Ar) K+l
SEQ/'(Ap) = (@~ %t " i) (4)

In the similarity calculation stage, we calculate similarities between each query
sequence SEQ(A;) and each reference sequence SEQ'(A,) . Before calculating
sequence similarities, we normalize all the query sequences and reference sequences to
eliminate noise or short-term fluctuation as stated in [15, 18], then we get the

normalized reference sequence (SEQ'(A:))norm and query sequence
(SEQ(Ai))norm - See (5a) (5b) (5¢) (5d).
SEQ (Ai)Jnorm
(SEQUAD)norm = \(SEQj(A'u))m ) (50
(SEQk(Ail))norm ke(2e+1)
SEQ (A )gor = (27 WL By g
(SEQ:"(Ar))norm
(SEQ' (Ar)norm = \((SEQ;’(AJ)norm) (50
(SEQ (A)norm/ o,
(SEQ)' (A Jnorm = (M2 HEEH - S (5d)

After that, Euclidean distance measure is used to calculate similarities between query
sequences and reference sequences. There are two kernels which need to be defined in
similarity calculation. 1) Kernel to calculate similarities of sequences with different
lengths. 2) Kernel to combine all the features. For the former, because query sequences
are with the length of 2e + 1 , while different reference sequences may have distinct
lengths 1., we need to define a similarity between sequences with different lengths.
Let D((SEQ(Ai)) norm» (SEQ" (A))norm) present the similarity between two
normalization metrics (SEQ(Aj))norm  >(SEQ"(Ar))norm > S€€ equation (6a).
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D((SEQ(Ail))normi (SEQ’ (Ar))norm)
EUClidean(SEQ(Ail))normi (SEQ’ (Ar))norm): if2e+1= 11"

Ip—2e
*_. D(SEQ(A; , ((SEQ'(A
Zn_1 ( Q( 11))noi‘m (( Q( r))norm)[n..(n+2e)]),ifze+ 1< 11«
= "f2e+1 (6a)
1+k-1p '
Zn+=1—k D((SEQ(Ail))nlorm)[n...(n+lr)]i (SEQ (Ar))norm) if2e+1> lr
r
\ / 2e+1
Eucndean(SEQ(Ail))norm: (SEQ, (Ar))norm)
K
= Z Wj ((SEQ]' (Ai))norm — (SEQj,(Ar))norm)z (6b)
=1
As for the later, we use different weight for w;  different feature in calculating the
similarity f; . In this study, we assume each feature to have the same weight in
determining the similarity. Finally, we calculate average similarities
between SEQ(A;) and all reference sequences of accounts set A ,

named Fg, (SEQ(A;),A) , see (7):

Foim(SEQ(A), A) = = Xr= D((SEQ(A D) norms (SEQ (A)norm) ~ (7)

In the final stage sequence classification, we order the similarity of each candidate
sequence, giving a threshold T, , choose the relatively higher ones, and flag them in
the original database as suspicious.

4 Experiment Design

4.1 Research Tested

In order to examine the proposed algorithm, we conducted two experimental studies: in
the first experiment we use human-set thresholds suggested by financial institutions,
and in the second experiment we use our algorithm following which we compare the
results of two experiments. The data we use in the experiments are real financial data
from a Chinese financial institution. We select transaction data for individual customers
and view them as in the same peer group. The data are labeled with two categories:
normal and suspicious. For normal data we randomly select 640 accounts and all their
transactions from Year 1995 to Year 2001. Data fields include transaction time, account
number, transaction direction, and transaction amount, with a total of 120,986 original
transaction records. The suspicious category includes those reported from the
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commercial bank and identified by the supervision center as suspicious. There are a
total of 64 accounts and 1,940 transaction records, and each account with transactions
is from a different time period, see Fig. 3 and Fig. 4. The transferring days refer to the
number of total days transaction activities occurred for certain accounts.

In the first experiment, we use human-set thresholds which are utilized in most of the
current AML detection systems in China. We use on thresholds of quantity criteria to
extract suspicious transactions as our benchmark. In the second experiment, we
carefully select parameters to conduct the experiment aiming to get higher
performance. See more details in Section 5.2.

4.2 Evaluation Metrics

We use standard classification performance metrics, sensitivity/recall and specificity to
evaluate the experiment result. In which true positives are those suspicious records and
correctly detected as suspicious and false positives represent those normal transactions

Percentage of accounts for different Percentage of accounts for different
transferring days transferring days
0.2 ll 0.4
P D N
g0 g T
£ 01 £ 02
A 2 01 X
A 0 F A ot =" 0 XEE/‘X;;EEEEEEEEEEZ
o H NS 0SS N oS
TNMYNeRIIRS g 1 3 5 7 11 16 29 109
Transferring days Transferring days

Fig. 3. Distribution of normal accounts with Fig. 4. Distribution of suspicious accounts
different transferring days with different transferring days

which are incorrectly detected as suspicious ones, the higher the sensitivity and
specificity are, the better the performance of the algorithm. See (8a) (8b).

number of true positives

sensitivity = (8a)

number of true postivites+number of false negatives

number of true negatives

specificity = (8b)

number of true negatives+number of false positives

5 Experiment and Result Analysis

5.1 Opverall Performance Comparison

Using the criteria suggested by experts in financial institutions, we select transactions
from two perspectives: 1) single transaction exceeds certain threshold T; ; 2) the total
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transaction amount exceed T, within a day. The results are displayed in Table 1.
From the detection results we can see that the main problem of existing AML detection
methods used for suspicious transaction extraction is the low specificity- large volume
of false positive transactions reported. This is followed by simple quantity criteria,
which imposes a large burden on experts in supervision centers to eliminate those
useless reports after experts combine reports from different financial institutions and
further isolate highly suspicious ML related activities

Table 1. Result of benchmark

(Ty, T,)(RMB) Sensitivity Specificity
(200,000, 200,000) 0.988 0.332
(500,000, 500,000) 0.954 0.442

In the second experiment on the algorithm we proposed, we select daily segmentation
as our algorithm, and after the preprocessing, we obtain 31,127 segments, in which 439
are suspicious ones. In stage two, we use six features <total amount, flow in amount,
flow out amount, total frequency, flow in frequency, flow out frequency> to select the
high-potential segments, and for computational reason, we select two thresholds for
each feature: a; = 0.8 and a; = 0.9 . In stage three, we choose e =2  so that
each query sequence has the length of 5 days. In stage four, we calculate similarity,
using a different similarity threshold Ts . The results are shown in Table 2. The lower
sensitivity compared with the benchmark has two causes: 1) in stage two, we chose a
relatively high threshold, and thus not enough high-risk points are selected for further
suspicious sequences detection; when choosing a lower threshold, the sensitivity will
be higher. 2) Using o; =08 T, =0.6 as an example, most of the undetected
sequences, when we check their accounts, we found that all of them not longitudinal
enough- they all have transaction information occurred in no more than 2 days.

Table 2. Result for our algorithm when o; =0.8 and o; =0.9

T,(o; = 0.8) Sensitivity Specificity Ts( o Sensitivity  Specificity
=0.9)
0.8 0.759 0.704 0.8 0. 659 0.732
0.6 0.830 0.648 0.6 0.769 0.628

5.2 Discussion and Parameters Selection in Our Algorithm

The performance of our algorithm can be further improved by adjusting parameters
used in different stages in our algorithm. In the second stage, threshold a; can influence
the time complexity for similarity calculations. The lower the thresholds are, the larger
the cardinality of the set SP  (see details in Table 3), cause the similarity
complexO(|SP| = |A|]) . Meanwhile, the other parameter 2e + 1  represents the
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length for the query sequences, this parameter can be regarded as the smallest period
needed to accomplish certain phrase of money laundering cycle (placement, layer and
integration) .

In stage three, we can further change the similarity kernel for better performance. In
this paper we calculate the similarity without taking into consideration the influence of
previous similarities. Meanwhile, to simplify the problem, we give each feature the
same weight when define similarity. One of the possible ways of improving the
algorithm performance is to assign different weights to different attributes, and a
second is to calculate similarity based on Bayesian probability model — update
similarity using previous similarity info.

Table 3. Different threshold in stage two and their extraction results

Q; [SP| True negative segments False positive segments
0.9 9606 271 9335

0.8 11675 384 11291

0.6 27629 433 27196

6 Conclusion and Future Work

In this paper, we propose a novel algorithm that can be used in suspicious activity
detection. We use historical information and customer information to help detect
suspicious sequences, formulating the problem as a temporal sequence matching
problem. In order to balance the efficiency and the correctness of the detection, we first
use a probabilistic model to get the high-risk transaction segments which provides input
to the subsequential sequence matching stages. We then use Euclidean distance to
define similarities between two sequences with different lengths. The algorithm we
proposed is quite flexible and allows for setting different parameters in each step
without changing the entire working flow. The experiment results show that by
selecting different detection features and adjusting thresholds in different steps, we get
high sensitivity and specificity.

Future work includes 1) further study of the influences of different features on
suspicious activity detection, 2) extension of our approach to include a network of
accounts for suspicious activity detection.
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Abstract. With the explosive uses of Internet, personal information
can be exposed to attackers through various attacks. API hooking based
mechanisms or virtual machine based mechanisms are proposed to pro-
tect personal data stored in the memory. But these mechanisms require
another application program and attackers can get around by developing
their own device drivers.

We propose a new memory reorganizing mechanism to protect mem-
ory. In our proposed mechanism, a user can define his or her own data
types and can store data using his or her own data types so that data
formats stored in actual memory have different forms.

Keywords: Memory protection, Data Protection, Information Security.

1 Introduction

As Internet popularity grows explosively, people use various Internet services.
As a consequence, information sent through the Internet is vulnerable to be
exposed to attackers. Recently active attacks such as memory scanning attacks
targeted for data of Internet services occur increasingly. In addition, most of
DRM(digital rights management) mechanisms do not provide data protection
methods against memory scanning attacks.

As for Internet banking services, keyboard hacking protection solutions pro-
vide data protection between input devices and the Internet banking processes.
But, Internet banking services are still vulnerable to data(e.g. account numbers
and PIN) exposure through memory scanning attacks. Memory scanning attacks
can also acquire contents protected by various DRM mechanisms.

In this paper, we propose a mechanism to protect against memory scanning
attacks. Our proposed mechanism defines its own data types to substitute normal
data types, so data formats stored in memory are different from actual user
inputs.

The rest of paper is organized as follows: Section [2] addresses related work,
and Section [] explains the Windows memory structure. An attack example is
shown in Section @l Our proposed model is explained in Section [ followed by
conclusions and future directions in Section

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 62 2008.
© Springer-Verlag Berlin Heidelberg 2008
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2 Related Work

2.1 Memory Protection

Memory Protection mechanisms can be divided into two categories: mechanisms
to detect or to prevent buffer overflow attacks [1l5], and memory temper resis-
tance mechanisms to protect illegal changes of memory data. In a large sense, our
proposed mechanism belongs to the second category, so we will address previous
work of the second category.

Previous memory temper resistance mechanisms usually use memory related
API(application programming interface) hooking to protect memory data [2/3]4].
API(Application Programming Interface) is a interface between the operating
system and application programs, and it is usually used for file controls, windows
controls, display processing, and so on.

API hooking mechanisms change parameters passed to memory related APIs
to protect data from attackers. To implement API hooking mechanisms, kernel-
level privileges are required. One way of acquiring kernel-level privileges is to
implement a program as a device driver using WDM (Windows Driver Model).

APT hooking based mechanisms tried to find illegal memory accesses by plac-
ing special marks in memory. A problem with this mechanism is that a separate
protection program is required and attackers can get around the protection pro-
gram through their own device driver programs. Since device drivers run in a
kernel level, it is quite complicated to detect illegal accesses from various device
drivers.

2.2 DRM

DRM(Digital Rights Management) provides mechanisms to protect illegal uses
of digital contents, and DRM includes both technologies and services to protect
digital rights. DRM includes DOI (Digital Object Identifier) which is a content
identifier, INDECS which is used to store e-commerce related data, and digital
watermarking which is used to prevent and track illegal copies of digital contents.

Even though digital contents are protected by various protection mechanisms,
memory scanning attacks can acquire contents illegally by access physical memory
directly.

3 The Windows Memory Structure

Figure [l shows the structure of Windows virtual memory [6/7]. Windows virtual
memory has several areas: the kernel code and data area, the stack area, the
heap area, the global data area, the program code area, and the PCB(Process
Control Block) area. Among these areas, the stack area, the heap area, and the
global data area are needed to be protected because these areas have user input
data.

Application programs usually use stack or heap areas to store data, so that
attackers scan these areas to get or to change other users’ input data.
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Fig. 3. Results of a Memory Scanner

4 Memory Scanning Attacks

Figure 2] shows a screen shot that a user tries to transfer money through an
Internet banking service. When a user enters an account number as shown in
Figure ] attackers can get account information using hacking tools, such as a
memory scanner (see Figure B]). If an attacker examines memory used by web
browsers or Internet services, he or she may get information passed to web
browsers or the Internet services by users. In addition, an attacker even changes
information passed by user, to direct money transferred to his own account.

As for DRM applied digital contents, such as audio files, the digital contents
are played after the original contents are restored. Therefore, an attacker can get
the original contents, i.e. DRM-free digital contents from memory, by scanning
memory used by a player program, such as Windows Media Player.

5 Our Proposed Memory Reorganization Mechanism

To countermeasure memory scanning attacks, our proposed mechanism is to sub-
stitute normal data types to user defined data types, and to recompile the appli-
cations. For this purpose, we implemented a C++ library, called MPL(Memory
Protector Library) which is our memory protection library for Windows appli-
cations. In the current version of MPL, values of the variable type int, which is
the most widely used variable type, are changed to a different format. Future
extension of MPL will be also able to handle other types, such as float, double,
char, long, and so on.

The following source codes a part of implementation of MPL using operator
overloading.

#include <stdio.h>
typedef unsigned short WORD, *PWORD;

class new_int {
public:
new_int() { m_nValue = 0; }
new_int (int nValue) {
* ((PWORD) &m_nValue) = (WORD)=* (PWORD)&nValue;
* ((PWORD) &m_nValue + 1) = (WORD)*((PWORD)&nValue + 1);
nValue = 0xCCCCCCCC; }
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operator int() {
int nValue;
* ((PWORD) &nValue) = (WORD)x*(PWORD)&m_nValue;
*((PWORD) &nValue + 1) = (WORD)*((PWORD)&m_nValue + 1);
return nValue; }
int m_nValue; 7};

To reorganize byte ordering in memory, MPL divides 4 byte integer into two
parts, higher 16 bits and lower 16 bits, and exchange these two parts. For exam-
ple, if a stored value is 0x12345678, then the new int class stores it as 0x56781234
in memory.

The newly defined class, new int, can be used as follows:

int main() {
new_int my_int = ’KEY!’;

printf ("%d\n", my_int);

Figure Ml and Figure [} show results of a memory scanner with or without the
new class, new int. When ’KEY! is assigned to an int type variable, it is stored
as "IYEK’ because the Intel architecture stores data in the little endian method.

In Figure @l the application program uses the normal int type, so 'YEK’ is
found in two memory locations: one is the location of the source code and the
other location is the address where actual data is stored.

v Memory Scanner !EH

[17:42:291 Finding *YEK in the memory of process id 1508
[17:42:292]1 Found *'YEK at 1244884 of process id 1508
[17:42:29]1 Found *'YEK at 4266657 of process id 1508
[17:42:29]1 Search completed

< | |

Fig. 4. Results of a Memory Scanner

¢+ Memory Scanner !EH

[17:44:861 Finding *YEK in the memory of process id 2496
[17:44:861 Found !YEK at 4266663 of process id 2496
[17:44:861 Search completed

«| | ;l_//l

Fig. 5. Results of a Memory Scanner
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In contrast, in Figure [l the new int class was used in the application, and
the string ''YEK’ was found at only one location (in the program code area)
because "'YEK’ was stored after byte ordering was changed and the program
source codes still have the string. The new int class changes '"KEY! to "Y!KE’
through byte reordering, and the Intel’s little endian method stores it as '"EK!Y’
in the actual memory.

In Figure @ attackers can find the memory location that the value is stored
(in this example, 1244884), so that data can be acquired or altered by attackers.

6 Conclusions and Future Directions

With the explosion of Internet, people use various Internet services, including
Internet shopping, Internet banking, and so on. While using Internet services,
people input sensitive information, such as account numbers or PIN. Attackers
may get these kinds of information by scanning memory used by the Internet
services.

This paper introduced a new memory protection mechanism by changing data
formats stored in the memory. The proposed mechanism can be used to protect
data stored in the memory. We implemented the new int class to substitute the
normal int data type in C++, so that int type data can be stored in a different
way.

Our proposed mechanism has some limitations:

— Since our mechanism defines new data types, application programs must be
recompiled with new data types.

— If an attacker analyzes executable files and finds data formats stored in
memory, our proposed mechanism cannot protect data stored in the memory.
As a future direction, to solve this problem, a key can be used to determine
data formats stored in the memory, and the key can be provided or generated
dynamically.
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Abstract. A password-based three-party encrypted key exchange (3PEKE) is a
protocol enables any pair of two registered clients to establish session keys via
the help of a trusted server such that each client shares only one password with
the server. This approach greatly improves the scalability of key agreement
protocol in distributed environments, and provides great user convenience. This
paper proposes a new password-based 3PEKE scheme with only four message
steps, which is the minimum among the published works. The proposed scheme
is secure in the random oracle model.

Keywords: authentication, guessing attack, impersonation attack, key agree-
ment, random oracle.

1 Introduction

The two-party encrypted key exchange protocols (2PEKE) like [18, 19] allows two
entities to establish session keys without the help of trusted third party. However, this
approach owns poor scalability because each entity needs to keep n-1 secrets when
there are n entities in the system. On the contrary, a three-party encrypted key exchange
(3PEKE) protocol allows any pair of registered clients, where each registered client
keeps only one secret with a trusted server, to establish authenticated session keys via
the help of the server. This approach greatly improves the scalability and the mainte-
nance cost. Due its convenience for users, low-entropy password is still very popular as
the shared secret used for authentication and key exchange in distributed environments.
However, these password-based schemes like Kerberos [8] and KryptoKnight [14] are
vulnerable to various password guessing attacks- on-line detectable guessing attack,
on-line un-detectable guessing attack, and off-line guessing attack [7, 12].

Because the interaction in the three-party case is much more complicated, many
existing 3PEKE schemes like [12, 13, 16, 17] were found in-secure or the claimed
security is still un-proven [4, 9, 10, 11, 20]. In addition to the security, many previous
works like [4, 6, 9-13, 15-17, 20] tried to reduce the number of message steps to im-
prove the communication performance, but the most efficient ones like [11, 13, 20] still
require 5 message steps. Therefore, it is desirable to design secure and efficient 3PEKE
protocol which is resistant to various attacks, and is optimal in terms of communication
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performance. In this paper, we shall propose a new password-based 3PEKE protocol
which requires only 4 message steps in four rounds, which is the minimum among the
published works. This result disputes the previous lower bound set by Gong [20, 21].

Related works

To deter the password guessing attacks, Steiner et al. proposed a password-based
3PEKE protocol (called STW-3PEKE for short) [16]; However, Ding and Horster [7],
Lin et al. [11], and Sun et al. [17] respectively showed the scheme was vulnerable to
various password guessing attacks. Since then, there are many published works aimed
to improve either the security or the communication performance [4, 6, 9, 10, 12, 13,
15]. In evaluating the communication performance of the 3PEKE protocols, the number
of message rounds and the number of message steps are important criteria.

Message step: it denotes one transmission step by which one entity sends the data to
another entity (or several entities in broadcast environments) in a single step.

Message round: it denotes the integration of one or more message steps of which there
is no data dependency between these steps and they can be executed in parallel to save
communication time. Thus an entity can simultaneously send different messages to
different entities in one round, and so can multiple entities sends messages in one
round.

The previous password-based 3PEKE protocols can be classified into two types-
those with server’s public key [11, 17] and those without server’s public key [4, 6, 10,
12, 13, 15]. In Lin-Sun-Hwang’s protocol (hereafter referred to as LSH-3PEKE pro-
tocol) [11] and Sun-Chen-Hwang’s protocol (hereafter referred to as SCH-3PEKE)
[17], the server is equipped with a public key and the clients use the public key to se-
curely transmit their passwords and keying material. This approach is more efficient in
terms of the number of message steps. The other approach like
Lin-Sun-Steiner-Hwang’s protocol (called LSSH-3PEKE) [12], Chang-Chang’s
scheme (called CC-3PEKE) [4], Lee-Hwang-Lin’s scheme (called LHL-3PEKE) [10]
and Lu-Cao’s schemes (called LC-3PEKE) [13] do not use the server’s public key.

Even though many works have tried to improve either the security or the commu-
nication performance of 3PEKE protocols, only Gong [21] had studied the communi-
cation lower bounds of 3PEKE protocols. He classified 3PEKE protocols into several
categories according to the following properties: time-stamp-based (TB) vs.
nonce-based (NB), authentication-only (AO) vs. authentication with handshake (AH),
and server choosing the session key (SO) vs. one client choosing the key (CO) vs. both
clients choosing the key (CC). The authentication-only (AO) means that the clients has
properly received the session key but they are not ensured whether the communicating
party has the same key, and the authentication with handshake (AH) means that the
clients are also ensured they share the same key. To be more descriptive and compatible
with the previous works, we would like to use the terms key distribution (KD), key
confirmation (KC) to replace the terms authentication-only (AO), authentication with
handshake (AH) respectively in the rest of this paper. Gong has discussed the lower
bounds under different combinations of the properties. This paper focuses on the
NB+KC+CC case because it is the main stream of recent works [4-7, 9-13, 15, 16, 17]
and this setting is more suitable to the current communication environments, where
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strict time synchronization cannot be ensured or costly, and the clients are capable of
choosing good keying material for establishing secure session keys. The previous lower
bounds set by Gong [21] for the NB+KD+CC case, the NB+KC+CC are 5 message
steps, 6 message steps respectively. However, we think that they should be 3 message
and 4 messages respectively. We will prove this observation in the full version.

In this paper, we shall propose a highly efficient password-based 3PEKE protocol
which requires only four message steps, which is the minimum among the published
works. Our contributions are two-fold: the proposed protocol requires the least number
of interactions among the published works, and we prove its security in a formal model.
The rest of this paper is organized as follows. Section 2 proposes a new password-based
3PEKE scheme to enhance both the security and the communication performance. The
scheme requires only four message rounds in four steps, which is the minimum among
those published works. Section 3 proves its security in the random oracle model, and
evaluates the performance. Finally, we draw a brief conclusion in section 4.

2 A New Password-Based 3PEKE with 4 Message Steps

The proposed scheme is based the computational Diffie-Hellman problem (CDHP) and
the IND-CCAZ2 secure public key encryption scheme.

2.1 Preliminaries

The notations are introduced as follows.

(G, g, p): afinite cyclic group G generated by an element g of order p. In the following,
we omit the mod p operation when the semantic is clear.

C,, Cp: the two entities want to establish session keys via the help of S.

S, Yg : the trusted server, the public key of the server.

Py, Py : the passwords of C4 and Cp respectively.

Ey []: the probabilistic public key encryption using the key Y.

h(), h' () : two secure one-way hash functions. They will be modeled as a random

oracle in the security proof.

Definition 1. The Computational Diffie-Hellman problem (CDHP) over Z ; is defined
as follows: Given g*mod p, g” mod p and g, where x and y are random num-
bers and g is a generator for the group, compute g™ mod p is believed to be a hard
problem.

Definition 2. Indistinguishable against adaptive chosen cipher text attack
(IND-CCA2) for Public Key Encryption Scheme [1, 5]. Here, it means that no
probabilistic polynomial time attacker can tell which plaintext is encrypted, given a

ciphertext corresponding to one of two possible plaintexts against adaptive chosen
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cipher text attack. Let ENCpyp = (K gans Ex ,, 0- D ) be a public key encryption

gen> pub

scheme, where K, is the key generation algorithm which outputs the public key

K ., and the private key K, , and E Ky 0. D K pri () respectively denotes the
public key encryption algorithm and the decryption algorithm. Let Agyc- be an ad-
versary for IND-CCA2. Agyc be composed of a find-stage algorithm A; and a

guess-stage Ay . Let /e N be a security parameter and s¢ be state information. A

specification for the experimental algorithm is as follows.

ind—cca? 1)

Experiment. Cca2Exp ENC p Agnc (

K puy> K priv <R Kgen(D) 5 (mg,my, st) Aleuval(pub()’DKpn-v() (, find) ,

b {01}, c < EKpub (my,)

b'— A, B K iy Dy, O (1, guess,mgy,my,c, st)

if [b'=b ] and [A; never queries the oracle DK[,m. (O withc]
then return 1 else return 0

ind—cca2 ( l) dif

Now let Succ
ENCpub’AENC

2P CCQZEXpiEn]iEuf%“FNc ()=1]-1, and the ad-
pub>1E

vantage function of IND-CCAZ2 for the public key encryption ENC,,, is defined as

def

(I,t,90.q94) = max{Succ"®=¢2 (1)}, where the maximum is taken

Advind—ccaZ
AENC ENCpub *AENC

ENC,,,

over all Agyc- with execution time ¢, g, numbers of queries to the encryption oracle

and g, numbers of queries to the decryption oracle, made by Agy- during the attack.

ENC,;, is IND-CCA?2 secure if Adv?li,lg"cjz (,t,q,,q4) is a negligible function in
pu

[ for any adversary Agy- whose time complexity and number of queries are poly-

nomial in /.

2.2 The Proposed Protocol

Now we are ready to present our protocol as follows, where “sid” denotes the session
identifier used to uniquely identify a session from other sessions.
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1. CA —>CB:Sid, CA’CB’NAng’ EYS[CA ”CB ”PAEDNA ”RA]

C, randomly chooses two integers x and R, ,computes N, = g*, and then uses the
server public key to encrypt the data C, ICg Il P4 @ Ny Il R4, where the public
key-based encryption should be a secure probabilistic encryption that satisfies the
in-distinguishability against adaptive chosen ciphertext attack (IND-CCA2) [1, 5]. It
finally sends the data in Step 1 to Cp.

2. Cp—S 1 sid, Cu.Cy.Ny=g", Ey[CollCpllPA®N4Il Ry1, Np=g” .

Ey [CANCp Il Pg ® Np Il Rp Il h(sk" 4 g )]
Cp randomly chooses two integers y and Rp, computes N, = g*, and then en-

crypts the data Pp @ Ng | Rg I h(sk" 4 p) , where skqp = h(sidIlCy Il Cpll
INs") = h(sidIC, ICpll g™ )and sk"4 p= R (sid 1 C4 1Cg Nl g™y, skap is

the session key. Finally, it sends the data in message 2 to S.

3. §5Cy: N, My=h(sidICyNICx IN,INg h(sk"sp)IIRy), Mo =h(sid |
CollICzIN, INg IRp)

Upon receiving the request, S first decrypts the data Ey [Co I Cp I Py @ Ny I Ry ]
to get the plaintext and checks whether Py @ N 4 exits in the plaintext. If so, S accepts

this as a valid message from C, and extracts R,, the second part of the plaintext.

Likewise, S decrypts Ey [Co I Cp Il P @ Np | Rp l h(sk" 4 )] and checks whether
the data Py ©@ N exists in the plaintext, and extracts the values Ry and h(sk"4 p) -
If both verifications succeed, it accepts the request and sends the data in Step 3 to Cy;

otherwise, it rejects the request.

4. C4, =>Cp: My=h(sidIC,ICZIIN,IINg WIRg), Msz="h(sidlICyIICpll
Ngll Ng lh(sk" 4 g )

After receiving the response from S, C, uses the local values to verify M. If the
verification succeeds, it accepts the connection, accepts the key sk, 5, and computes

M ;. Finally, it sends the data in Step 4 to Cg; otherwise, C, rejects the connection.
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Upon receiving the data in Step 4, Cp uses its local values to verify M, and M.

M , is used to verify the authenticity of the message from C, via the help of the server,

and M ; is used to verify the session key known by C,. If all the verifications succeed,

Cp accepts this session key.

3 Security Proof and Performance Evaluation

3.1 Security Proof

The security requirements of a secure password-based 3PEKE should consider the
possible password guessing attacks in addition to the security requirements of general
key agreement protocols. We prove its security in the following theorem.

Theorem 1. The proposed password-based 3PEKE protocol is secure, in the random
oracle model, if the Computational Diffie-Hellman problem is hard and the underlying
public key encryption scheme is IND-CCA?2 secure.

Proof: due to page limitation, we skip the detailed proof in this version.
For the NB+KC+CC case, we think the lower bound is four message steps. How-
ever, due to page limitation, we shall prove this point in the full version.

Table 1. Performance comparison of 3PEKE protocols

LSSH LHL *SCH2 LSH Our
[15] [12] [19, 21] [14]
Rounds/ 11 6/6 [4/10] " 5/5[4/6] 5/5 4/4
Steps
Server’s No No Yes Yes Yes
public key
weakness unproved unproved Impersonation unproved  |Provable security
attacks
CalCs | S |Ca|C| S |Ca|Cp| S |Ca|Cg| S| Cs |C]| S
# of Asym. |0 Ol0[O0]O0]O0]1 1 2 1 1 2 1 1 2
Encrypt.
# of Sym. |1 1 2 |1 1 21212102 ]|2|2 0 01]0
Encrypt.
# of random|1 1 2 1 1 2 1 1 4 13 210 2 2 0
number
Hash/pseu- |5 514|665 ]0]01|0O0 1 1 0 4 4 2
do random
Expon. 3 314131342214 ]2]2]0 2 2 0
Modular (0 ofo0fojojojofoj;2j0|10¢|O0 0 0 0
multip.

1. Lee et al. has another round efficient version which requires 4 runs in 10 steps.

2. Sun-Chen-Hwang proposed 3 versions of their scheme. SCH-3PEKE?2 requires 5 steps in 5

runs; while SCH-3PEKE3 is a run-efficient version which requires 4 runs in 6 steps.
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3.2 Performance Evaluation

This section evaluates the performance of various 3PEKE protocols in terms of com-
putations, the number of message rounds and the number of message steps. The com-
parisons among 3PEKE protocols are summarized in Table 1 (in the end of this paper).
In the table, we can see that our proposed scheme owns the minimum number of
message rounds and the minimum number of steps. In the table, some schemes favor
the computation of clients while others favors that of server. Among those 3PEKE
schemes with server public key, [11, 15, 17], our scheme also requires the least
computational overhead.

4 Conclusions

In this paper, we have proposed a new password-based 3PEKE scheme. The scheme
not only enhances the security but also requires only four message steps. We have
proved its security in the random model. So, an interesting future work is to extend our
result to the setting without the server’s public key.
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Abstract. Wireless sensor networks have been widely used in a variety of
domains which include military sensing and tracking, patient monitoring and
health care, etc. When sensor networks are deployed in a hostile environment,
security becomes extremely important, as they are vulnerable targets to
different types of malicious attacks. Due to the wireless property of sensor
devices, the sensor networks may easily be compromised by attackers who
modify messages or provide misleading information to other sensor nodes.
Therefore, the security of the sensor networks is very important. This paper will
present a new efficient key pre-distribution scheme for secure wireless sensor
networks. It provides an approach that any pair of sensor nodes can find a
common pairwise secret key between them with simple calculation. Compared
with previously proposed key pre-distribution schemes, the proposed method
could reduce large amounts of computations and communications in both the
key pre-distribution step and finding a common secret key for any pair of nodes
to achieve secure connectivity.

Keywords: sensor network, pairwise, key pre-distribution.

1 Introduction

Recent advancement in wireless communication and electronic technologies has
enabled the development of low-cost wireless sensor networks. Sensor networks are
usually comprised of one or more base stations and a large number of sensor nodes.
These tiny sensor nodes consist of sending, data processing, and communication
components [1]. They use their processing abilities to locally carry out simple
computations and transmit only the required and partially processed data. The
position of sensor nodes need not be engineered or predetermined. This allows
random deployment in inaccessible terrain or disaster relief operations. Therefore, the
sensor networks are being deployed for a wide variety of applications, including
military sensing and tracking, patient monitoring, environmental monitoring, airport
and home security [1,4,8,10].

Due to the wireless property of sensor devices, the sensor networks may easily be
compromised by attackers who modify messages or provide misleading information
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to other sensor nodes. To prevent information and communication systems from
illegal delivery and modification, message authentication and identification needs to
be examined through certificated mechanisms. Most previous schemes proposed for
the security of distributed sensor networks have used asymmetric cryptography such
as Diffie-Hellman [5] key agreement or the RSA cryptography system [9]. However,
these traditional security techniques used in traditional networks are not suitable for
sensor networks due to computation capability, energy resources of sensor nodes,
dynamic networks, and bandwidth, etc [1,8]. Therefore, new ideas are needed. Today,
the practical option for the distribution of keys to the sensor nodes of wireless sensor
networks rely on key pre-distribution [2,3,4,6,7,8]. That is, keys are pre-installed in
the sensor nodes and the nodes having a common key are provided with a secure
connection between them. One solution is all the nodes carry a master secret key. Any
pair of nodes can use this master key to achieve key agreement and obtain a new
pairwise key [7]. This procedure does not exhibit network resiliency: if the master
secret key is compromised by one node, the security of the entire sensor network will
be compromised. Some existing research [2] suggests storing the master key in
tamper-resistant hardware to reduce the risk. However, it would increase the cost and
energy consumption of each node.

Recently, Eschenauer and Gligor [6] proposed a random key pre-distribution
scheme. In their scheme, each node receives a subset of random keys from a pool of
keys before deployment. It provides an approach that any two nodes have one
common pairwise key within their respective subsets for their secure communication.
Using this concept, Choi and Youn [4] proposed a key pre-distribution scheme which
provides that any pair of sensor nodes can find a common shared key between them
with simple calculation. However, it has a shortcoming because the time overhead is
high for performing the key pre-distribution step. To improve Choi and Youn’s
scheme, in 2005, Youn et al. [8] proposed a new scheme which could significantly
reduce the time overhead for performing the key pre-distribution step while
preserving the same property. When any pair of nodes wants to derive a common
secret key between them, the above mentioned schemes [4,8] have to exchange some
information for computing a common key; however, the bandwidth consumption is
quite demanding and likely to bottleneck in many applications when the number of
nodes is large, as required in wireless sensor networks.

This article will present a new pairwise key pre-distribution scheme suitable for
power and resource constrained sensor nodes. The proposed scheme could reduce
large amounts of computations and communications for both the key pre-distribution
step and finding a common secret key for any pair of nodes wanting to communicate.
Especially, it does not transmit any information for any pair of nodes to derive a
common secret key between them. Compared with most previously proposed schemes
[2,3,4,6,7,8] for secure wireless sensor networks, the proposed method could
significantly improve the performance and energy efficiency of the sensor nodes.

The rest of this paper is organized as follows. In the next section, we will present a
new pairwise key pre-distribution scheme for secure sensor networks. The security
analyses and the performances of the proposed scheme are discussed in Section 3.
And some conclusions will be made in the last section.
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2 The Proposed Scheme

In this section, we will develop a novel key pre-distribution scheme for secure sensor
networks. It guarantees that any two sensor nodes can find a common shared key
between themselves with simple calculation. This shared key is pairwise. A shared
key refers to the relationship between the node and one of its direct neighbors. The
neighborhood nodes are predetermined relationships in the sensor network. We now
explain the basic idea as follows.

Suppose there are a number of k neighborhood nodes {Ny, Ny,---, Ny}, the
system firstly generates a number of k secret polynomials { f1(x), fa(x),-- -, fr(2)}
of degree (k — 1) such that f;(j) = f;(i) and assigns the secret polynomial f;(x) to
the node N;, for i =1,2,---,k. Then, the common key of nodes IN; and N; is
fi(j) = f;(i). In other words, any pair of nodes NN,. and N, could compute f,(s)and
fs(r) by using their secret polynomial f,.(x) and fs(x), respectively. Therefore,
because f,(s) = fs(r), it is their pairwise shared key. For the efficiency, the system
could perform the following steps to generate a number of k secret polynomials
{f1(z), fo(x),-- -, fr(x)} of degree (k — 1) for the key pre-distribution.

1. First, the system randomly generates a pool of secret keys f;(j) such that
fi(j) = f;(i)fori=1,2,--- ,kand j =1,2,--- , k.

2. According to the Lagrange interpolating polynomial [11], the system could
construct the secret polynomial f;(x) of degree (k—1) of the form
fi(z) = a; 0 + a;1r + az‘724172 4+ -4+ ai,k_lgztk’l fori=1,2,--- ,k, by using these
k distinct secret points. By applying Lagrange’s Formula, the system could obtain
fi(z) = Z?:] fi(j)(nle,p;ﬁj)% =a;0+ a;1r + a2 4 - 4 a; gt L

3. Finally, the system distributes the secret polynomial f;(x) to each node N;.

By means of the key pre-distribution f;(«), a common shared key is guaranteed to
be found between two nodes wanting to communicate and mutual authentication is
supported. Using a common key, the authenticated channel can be achieved with
authentication techniques and we omit it in the description. Here, we present an
example of the proposed scheme as follows.

Example 1: Assume there are three neighborhood sensor nodes { N1, No, N3}.
Step 1: Generate a pool of keys as is listed in the following:

fj (J ) J\/vl j\‘TQ J\«Tg
Ny 1 2 9
N, |2 3 8
N3 9 8 9

The above table shows that f1(1) =1, f1(2) = 2, and f1(3) = 9. Similarly, we
have fo(1) = 2, [o(2) = 3, fo(3) = 8, f5(1) =9, f5(2) = 8, and f5(3) = 9. It is
clear that f;(j) = f;(4).
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Step 2: According to the above keys, we could derive the secret polynomial
fi(x) = 322 — 82 + 6 by using these three points (1, 1), (2,2), and (3,9). Similarly,
we obtain fo(x) = 222 — 50+ 5 and f3(x) = 2% — 42 + 12. Finally, the system
assigns the secret polynomial f;(x) to each sensor node N;, for i =1,2,3. Now,
assume that nodes N, and /N3 want to communicate or authenticate with each other,
then Ny and N3 could compute f»(3) = 8 and f3(2) = 8 by using their secret key
pre-distribution f5(x) and f3(x), respectively. Hence, any pair of nodes NN; and N,
can derive the shared key f;(j) = f;(¢) for their securing communications.

3 Discussions

In this section, we are going to explore the securities and performances of our
scheme.

3.1 Security Analysis

Assume there are a number of k neighborhood nodes { Ny, No,---, Ny}, then the
system generates a number of k secret polynomials {f1(x), fo(x), -, fx(x)} of
degree (k — 1) such that f;(j) = f;(i); and distribute the secret key distribution
fi(x) to the node Nj;, for i =1,2,--- , k. The security of the presented scheme is
based on the secret polynomial f;(x) for i =1,2,--- k. By applying Lagrange
interpolating polynomial, the polynomial f of degree (k — 1) requires at least
k distinct points, namely (z;, f(x;)), to reconstruct the polynomial f. In other words,
E—1 or fewer points cannot reconstruct the polynomial f. In our scheme,
the system uses k distinct secret points (1, f;(1)), (2, fi(2)),---, (k, fi(k)) to
create the secret polynomial f;(x) of degree (k — 1) for each node N;, where
fi(x) =a;o+ai 12+ a;22>+ -+ a; p_12" L for i =1,2,--- k. On the other
hand, our scheme provides f;(i) = f;(j). In this situation, even if all (k — 1) sensors
of U?zl’#i Nj reveal their secret shared key f;(i) for j = 1,2,--- ,k, and j # i,
without knowing f;(4), it also cannot derive the secret key distribution f;(x) of node
N;.

In the proposed scheme, a shared common key between two nodes is pairwise. In
this case, if the common key f;(j)(or f;(i)) of nodes N; and N; is compromised,
without knowing other common keys of any two nodes, the security of the entire
sensor network will not be significantly affected. It could provide more secure
connectivity between these sensor nodes.

3.2 Performance

Suppose there are a number of k& neighborhood nodes { Ny, No, - -+, N}, the system
firstly generates a number of k secret polynomials {f;(x), fo(2), -, fx(x)} of
degree (k — 1); such that f;(j) = f;(¢), and assigns the secret key distribution f;(z)
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Table 1. Comparisons of computation and transmission for two schemes

Schemes Park et al.’s scheme  The proposed scheme
Compute the key pre-distribution for Il Il

each node

Compute a common key for each kT, (k—1)Tn

node

Number of transmissions for each k 0

node to compute a common key

to the node N;, where f;(x)=a;0+a; 12+ az‘724172 + -+ ai,k_lgzrk’l for
i=1,2,---, k. Then, it has

filx) = aio+aigz + aia® + -+ aj gyt

=((-- ((ai,k—lir + az‘,k—z)l‘ + ari,k—B)T + - )x+ay)r + ag. (1)

Therefore, from Equation (1), any pair of nodes IV, and N, could compute their
common key f.(s) = fs(r) by using their secret polynomial f,.(x) and fs(x),
respectively. In this situation, it only requires (k — 1) multiplication computations and
(k — 1) addition computations to obtain a common key for each node. In the
transmissions, it does not transfer or exchange messages for any two sensor nodes NV,
and N to obtain a common key f,(s) = f4(r). Therefore, the proposed method could
significantly reduce the overhead of communication and computation for sensor
nodes to achieve secure connectivity.

With regard to efficiency and communications (transmissions), we compare our
scheme with Park et al.’s [8] which is more efficient than previously proposed
schemes, to the best of our knowledge. For convenience, the notation 7;,, means the
time for one multiplication computation. Note that the times for computing addition
and subtraction are ignored, since they are much smaller than T,,,. We summarize the
comparisons of our scheme with Park et al.’s in Table 1. As shown in Table 1, in the
computational complexities of the key pre-distribution step and finding a common
key between two nodes, the proposed scheme is as efficient as Park et al.’s. However,
Park et al.’s scheme is required to deliver k£ messages for any sensor node to compute
a common key, where k is the number of neighborhood nodes. The bandwidth
consumption is quite demanding and that is likely bottleneck in many applications.
The proposed scheme does not transfer any message to compute a common key.
Therefore, the proposed key pre-distribution scheme presents a significant
improvement in performance and energy efficiency of the sensor nodes.

4 Conclusions

This paper proposed a new pairwise key pre-distribution scheme suitable for power
and resource constrained sensor nodes. It significantly reduces the overhead by
avoiding modular exponentiation and inverse computations. Compared with
previously proposed schemes, the proposed method reduces large amounts of
computations and communications for both the key pre-distribution step and finding a
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common secret key for any pair of nodes to have secure communication between
them. It is noteworthy that no information transfer is required to compute a common
key between any two nodes to achieve secure connectivity. Therefore, the proposed
method is very adoptable for the sensor nodes that are limited in power, computation
capability, and bandwidth.
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Abstract. One major application of a watermarking scheme is to protect the
copyright of a content owner by embedding the owner's watermark into the
content. Recently, two watermarking schemes were proposed by Chang et al.
[1, 2], which are based on singular value decomposition (SVD). In this paper,
we present attacks on these watermarking schemes and show how the designers'
security claims can be invalidated, namely related to robustness and protection
of rightful ownership. Our results are the first known attacks on these
SVD-based watermarking schemes.

Keywords: watermarking, singular value decomposition, attacks, robustness,
proof of ownership.

1 Introduction

Most information, documents and contents these days are stored and processed within
a computer in digital form. However, since the duplication of digital content results in
perfectly identical copies, the copyright protection issue is a main problem that needs
to be addressed. A watermarking scheme [1-9] is one where it is desired to protect the
copyright of a content owner by embedding the owner's watermark into the content.

In order to prove the ownership of the watermarked content, the owner takes the
case of ownership claim to the authority, and proves ownership by performing the
watermark detection process on the claimed content to extract her watermark.

In this paper, we concentrate on a singular value decomposition (SVD)-based
watermarking scheme. Singular value decomposition (SVD) is a linear algebra
scheme that can be used for many applications, particularly in image compression
[10]. Using SVD, it is possible to get an image that is indistinguishable from the
original image, but only using 45% of the original storage space [10]. Suppose an N
by N image matrix A with rank r <= N. The SVD of A is defined as:

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 83 2008.
© Springer-Verlag Berlin Heidelberg 2008
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A=USV".
T
=[u,uy ..., un] s [V vy oo, vn] 7.
$2

Y (1)

r

_ T

= usyv, .
i=1

where S is an N by N diagonal matrix containing singular values, and U and V are N
by N orthogonal matrices. V' is the adjoint (transpose and conjugate) of the N by N
matrix V. s;’s are singular values satisfying s, >=s; >= ... >=5,> 5,4, = ... = sy = 0.
Since the singular values are arranged in decreasing order, the last terms will have the
least affect on the overall image.

In past years, several SVD-based watermarking schemes have been proposed [1, 2,
4, 5,7, 9]. The most notable is due to Liu and Tan [9]. They proposed to insert the
watermark into the SVD domain of the cover-image, and demonstrated its high
robustness against image distortion. However, their scheme is vulnerable to attacks as
proven by Rykaczewski [11] and Zhang and Li [12]. Recently, two very similar SVD-
based watermarking schemes were proposed [1, 2], the latest being published in ICIC
International [2]. In this paper, we present attacks in these two schemes that
undermine their security and hence show that their scheme are not as robust as
claimed and do not guarantee that the content owner’s copyright is protected.

In section 2, we review the schemes proposed by Chang et al. [1, 2]. We then
present attacks on these schemes in section 3. Experimental results on the attacks are
shown in section 4, and section 5 concludes this paper.

2 Two SVD-Based Watermarking Schemes

In this section, we briefly review the two recently proposed SVD-based watermarking
schemes [1, 2]. Both schemes were proposed by Chang et al. and were based on the
SVD of image blocks. The difference is that one [2] can restore the watermarked
image with high quality while the other [1] is not able to do so. For the ease of
discussions, we will refer the scheme proposed in [1] as scheme A and the scheme
proposed in [2] as scheme B.

2.1 Chang et al. [1] Scheme (Scheme A)

We first describe the watermarking scheme presented in [1]. The watermark
embedding steps are as follows:

El.1. Denote cover image / as an N by N matrix, and a binary watermark W as a P
by P matrix. / is divided into non-overlapping 4 x 4 blocks B; (1<=j <= N/4 x
N/4). In order to achieve high robustness, W is copied 3 times to generate P x
P x 3 bit streams.
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E1.2. Apply a one-way hash function [13] which is based on Rabin’s scheme [14]
to decide the positions (x;, y;) of the embedding blocks B; (j = x; (N/4) + y;
and 1<=j <= N/4 x N/4) for each watermark bit, W; (1 <=i<=P x P x 3).

El1.3. Leti=1.

El.4. Perform SVD on B; of (x;, y)):

B=US; V. (2

Assume that §; = |,
$2
$3
S4

El1.5. S’3=S2 . (3)

E1.6. Ifs;<s,+ OW; thens’;=s,+ oW, ,else s’y = s, + oW,
where J1is a constant. “)

The modified S’;= | s,

E1.7. Perform SVD on the watermarked block, BW,; as:

BW=U; S,V 5)

E1.8. Increment i by 1 and go to step El1.4. until i = P x P x 3, i.e. all the
watermark bits have been embedded into the coefficient of S; .

The watermark extraction steps are as follows:

X1.1. Leti=1.
X1.2. Perform SVD on the watermarked image block, BW; of (x;, y,):

BW, = UW, SW; VW' . (6)
Assume that SW;= [ sw;,
Ni%)
SW3
SWy
X1.3. If sw,—sw; > &2, then WT; =1, else WT;=0. @)

Note that from equation (4), the difference between sw, and swj; is either 0
or o.
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X1.4. Increment i by 1 and go to step X1.2. untili=P x P x 3.

X1.5. Leti=1.

X1.6. If WT; + WT; .p.p + WT,; .pepo >=2,then W; =1, else W;=0. ®)
X1.7. Increment i by 1 and go to step X1.6. untili = P x P.

2.2 Chang et al. [2] Scheme (Scheme B)

We next describe the watermarking scheme presented in [2]. The scheme is actually
an extension of the scheme presented in section 2.1. with a minor modification on the
embedding and extraction steps. Each binary value of the watermark is embedded into
the second non-zero coefficient of the singular values of the image’s block, and the
extra information required for recovering the image is embedded into the fourth non-
zero coefficient of the singular values of the image’s blocks. The purpose of the
scheme is to remove the hidden watermark so that authorized user can restore the
watermarked image with high quality for later usage after the ownership of the image
have been verified. The watermark embedding steps are as follows:

E2.1. Perform steps E.1.1. through E1.3.
E2.2.  Perform SVD on B, of (x;, y)):

Bi=U,S; V. ©)]

Assume that §;= |5,

E2.3. Ifs; > s;, then proceed to the next step, else increment i by 1, then go to step

E2.2.

E2.4. IfIs;— 531 will not change the order of non-zero coefficients, then
S’y=lsy—s3l,else s’y =-1s, —s31.

E2.5. s’,=s,+ OW;, where Jis a constant. (10)

The modified S’; = Sy

E2.6. Perform SVD on the watermarked block, BW,; as:
BW,=U; SV . (11)

E2.7. Increment i by 1 and go to step E2.2. until i = P x P x 3, i.e. all the watermark
bits have been embedded into the coefficient of S; .
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The watermark extraction steps are as follows:

X2.1. Leti=1.
X2.2.  Perform SVD on the watermarked image block, BW; of (x;, y,):

BW,; = UW,; SW, VW' . (12)

Assume that SW;= | sw;,
SWo
SW3
SWy

X2.3. If sw; <= sw;, then increment i by 1 and go to step X2.2., else proceed to the

next step.
X2.4. Ifswy,—sw;> &2, then WT; =1, else WT; = 0. (13)
X2.5. Incrementiby 1 and go to step X2.2. until i = P x P x 3.
X2.6. Leti=1.
X2.7. WEWT; + WT; ipop + WT; 1 pipr2 >=2, then W; =1, else W; =0. 14)

X2.8. Increment i by 1 and go to step X2.7. untili =P x P.

Both of the methods [1, 2] show promising results. Chang et al. [1, 2] claims that
both schemes are robust since every binary value of watermark W is embedded in
three different blocks of image I, and secure pseudorandom number generator is used
to decide the embedding positions of the watermark. They further concluded that their
schemes are suitable for protection of rightful ownership of digital images.

However, their methods are vulnerable to attacks which are described in the next
section.

3 Attacks

In this section, we show how attacks can be mounted to invalidate the security claims
made by the designers of the two watermarking schemes in Section 2.

3.1 Attacks on Robustness

Since scheme B’s embedding steps are extended from scheme A, the first attack can
be applied to both schemes. This attack invalidates the designers’ claim that the
schemes are robust. The steps of the attack are as follows:

Al.1. Denote watermarked image, /,, as an N by N matrix. I,, is divided into non-
overlapping 4 x 4 blocks B; (1<=j <= N/4 x N/4).

Al2. Letj=1.

Al1.3. Perform SVD on B,

Bi=U;S; V. (15)
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Assume that S;= |5,

Al4. LetS2=S3 X (16)
Al1l.5. Perform SVD on the modified block, BM; as:

BM;=U;S"; V. (17)

where §’;is the modified singular values.
Al1.6. Increment j by 1 and go to step Al.3. until all the blocks have been
processed, i.e. until j = N/4 x N/4.

During the extraction steps, the watermark will fail to be extracted from the
modified watermarked image due to equation (16). This is because based on
the watermark extraction steps X1.3. or X2.4., the watermark bit is always 0 since the
condition is always false. We do not even need to know the secret key pairs to
determine the positions of the embedding blocks. Thus, robustness is invalidated.

3.2 Attacks on Proof of Ownership

The second attack works on both schemes also, and it shows that both schemes cannot
be used for proof of ownership claims.

To give the intuition for the attack, consider for an illustrative example a scenario
whereby Alice is the owner of an image /, and thus she embeds her watermark W into
the image / using scheme A, to obtain the watermarked image /,. An attacker Bob,
successfully obtains /,, and he repeats the process of embedding his own watermark
WB into [, using scheme A, to obtain the watermarked image [,, This in fact
eliminates Alice’s watermark W in the watermarked image I, A dispute arises when
Alice claims that she is the real owner of  but she cannot extract her own watermark
W from the watermarked image I,,,, since it has been tampered by Bob. On the other
hand, Bob can extract his own watermark WB from I,,, since he has overwritten
Alice’s watermark W with his own watermark WB using the same scheme. This attack
also works for Scheme B.

Both of the attacks in section 3.1 and section 3.2 work because the embedding
space in which the watermark has been embedded, can easily be modified to change
the embedded watermark.

Therefore, both of these attacks directly invalidate the designers’ claims that their
schemes are robust and can be used for protection of rightful ownership of the image.

4 Experimental Results

In this section, experiments are carried out to prove that the attacks in section 3 are
feasible. Figure 1 shows four different gray images with the size 200 x 200, and
Figure 2 shows the images after the attacks in section 3.1 are launched on the images
in Figure 1.
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(a) (b) © (d)

(a) (b) © (d)

Fig. 2. (a) Baboon image. (b) Lena image. (c) Pepper image. (d) Plane image.

In order to evaluate the image quality of the original images in Figure 1 and the
modified images in Figure 2, peak signal-to-noise ratio (PSNR) is used. PSNR is
defined in equation (18).

PSNR = 10 x logy (255> / MSE) . (18)

where MSE is the mean square error between the original and the corresponding
modified pixel values. Table 1 shows the PSNR of the modified images. It is observed
that the modified images can preserve a good image quality.

Therefore, even though the singular values of the image blocks have been
modified, the modified images still resemble the original images as proven in the
experiment.

Table 1. PSNR of the modified images

Modified image PSNR

Baboon 31.1063
Lena 34.1663
Pepper 33.5445
Plane 32.2124
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For the second attack in section 3.2., we use the Lena image in Figure 1(b), and the
binary watermark in Figure 3(a). Figure 4(a) shows the watermarked image of Lena,
and Figure 4(b) shows the modified watermarked image after the attacker’s
watermark in Figure 3(b) is embedded into the watermarked image in Figure 4(a)
using Scheme A. Figure 3(c) is the extracted watermark from Figure 4(a), whereas
Figure 3(d) shows the extracted watermark from Figure 4(b), after the attack in
Section 3.2 is launched.

From the experiment, the original watermark in Figure 3(c) failed to be extracted
from Figure 4(b). This means that Chang et al’s schemes are not suitable for
protection of rightful ownership of images as claimed.

(@ (b © @

Fig. 3. Binary watermark with the size 25 x 25. (a) Original watermark. (b) Attacker’s
watermark. (c) Extracted watermark from Figure 4(a). (d) Extracted watermark from Figure 4(b).

(a) (b)

Fig. 4. (a) Watermarked Lena image. (b) Modified watermarked Lena image after the attack.

5 Conclusions

We have presented attacks on two watermarking schemes which are based on SVD.
These attacks work because the designers did not take into consideration the
embedding space in which the watermark has been embedded. We show that the
embedding space can easily be modified to change the embedded watermark, and we
do not even need to know the secret key pairs which are used to determine the
positions of the embedding blocks. Our attacks directly invalidate the security claims
made by the designers, namely robustness and protection of rightful ownership of
digital images. Experimental results have proven that the attacks are feasible and our
results are the first known attacks on both schemes.
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Abstract. The advent of modern monitoring applications such as location based
services, presents several new challenges when dealing with continuously
evolving spatio-temporal information. Spatio-Temporal data analysis plays a
central role in many security-related applications including those relevant to
transportation infrastructure, border and inland security. This paper reviews a
novel binary encoding scheme to store location information and proposes a
trigger based security alarming scheme when an object enters into a sensitive
area with proper messages to the security people.

Keywords: binary encoding scheme, database trigger, location based services,
moving objects on networks, spatio-temporal databases.

1 Introduction

The safety of citizens is the most important task of the government. Security
informatics is the study of development and evaluation of advanced information
technologies and systems for national security related applications. Spatio-Temporal
data analysis plays a central role in many security-related applications including those
relevant to transportation infrastructure and border security[16]. Location based
services (LBS), one major area in spatio-temporal data management, which involve
the ability to find the geographical location of mobile devices and provide services
based on this location information [3]. Location Based Services can offer tremendous
benefits in the security informatics area. For example tracking the location of a person
who needs urgent help, or of a criminal who is wanted or giving proper alarm when
vehicle is entering into critical area such as insurgency, terrorist attack, communal
violence etc. In the case of emergency calls (eg terrorist attack, robbery, murder etc) it
is obvious that if the call responders have the information concerning the location of
the people making the call then the response time can be reduced.

The spatio-temporal data analysis frame work and related computational methods
discussed in [1] are relevant to many security-related applications in the context of
transportation systems. For instance, recent crime analysis in security informatics has
discovered that criminals are increasingly utilizing various types of vehicles to assist
their criminal activities. FBI has written in their oversight report, “modern
transportation and modern technology give terrorist’s abilities unheard of only a few
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years ago.” Mining and analyzing spatial, temporal or spatio-temporal interaction
patterns form transportation data can provide many valuable insights to facilitate
crime fighting and counter terrorism efforts. For example, spatio-temporal analysis
can help to identify emerging hotspots of crime activities in a sensitive area, which in
turn provides useful information to help border control agencies efficiently allocate
patrol resources. At the same time by identifying such hotspot area, if the system
could give sufficient alarm to vehicles moving in that area it would be an important
security measure for people moving in that vehicle.

One of the popular services under heavy demand is the location-based service
(LBS) that exploits the spatial information of moving objects per temporal changes. In
order to support LBS well, in this paper, we investigate how spatio-temporal
information of moving objects can be efficiently stored by reducing the data into one
dimension and also how this dimension reduction is advantageous in identifying
sensitive areas on road networks and how to provide security alarm to objects
currently in that area using the trigger concept available in relational data base
systems.

In this paper we assume that the database stores the complete history of moving
objects through time and must answer queries about any time in the history of objects.
We assume that each database record has the format (oid, location, time), where oid
identifies an object, location is the spatial coordinates(x,y) represented as binary
string, and time indicates the time in which the object remained at position (x, y). A
typical domain where such a model fits is mobile device tracking, e.g., of GPS, PDA,
or wireless phone devices. Unlike the trajectory model [17], our data model does not
assume anything about the movement of objects between records. The model reflects
a real-world application constraint where assuming an object follows a linear
trajectory between data points may lead to incorrect, and unacceptable, assumptions.
For example, in security/monitoring applications, a person could be mistakenly
assumed to have entered a restricted area, instead of gone around it, because his/her
movement was interpolated. Our model can be viewed as a step-wise interpolation
instead of a linear interpolation. That is, as long as the object’s position is not updated
in the database it is assumed to remain stationary in its last observed position.

Our proposal contains a trigger which will fire on updating the moving object data
base by an object traveling on road network when it enters/crosses a pre-defined
sensitive area. The trigger will provide alarming message to the object traveling on
the vehicle as well us it will provide information to highway police. There are many
products for vehicle tracking system which either uses GPS receivers to identify
user’s location and managing data in multidimensional way using GIS packages. We
propose a system which maintains a remote moving object data base where
information are stored in one-dimensional way in conventional relational data base
techniques. As we follow a dimension reduction, the data management becomes
easier and the system will provide fast response.

This paper is organized as follows. Section 2 contains the related work on storing
location information on road network using coordinates and dimension reduction.
Section 3 describes the necessary method available to express location information
using hierarchical administrative district as of binary string. In section 4 the proposed
method for security alarm is described with necessary logical system diagram and
needed algorithms. The paper concluded with a note on future extension in section 5.
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2 Related Work

The moving point objects in many cases do not move freely in the 2D plane but rather
within spatially embedded networks such as roads. We can then represent movements
relative to the network rather than to the 2D space. So instead of describing position of
an object by geographic coordinates we can describe its as being at kilometer 220.30 on
a particular highway [4],[S]. Research using road network [6] limits the movable
boundary of objects to roads so that it represents location information represented as a
pair of (the identifier of the nearest road, the distance from the nearest road). In [7],
Papadias et al. propose an index suitable for such road coordinates and discuss an
algorithm that uses the network distance, instead of the Euclidean distance, to measure
the distance between two coordinates. In [6], Gupta et al. propose a scheme where nodes
on the road network are systematically converted into binary strings, and thus various
queries can be efficiently handled by utilizing simple operations on the binary strings
(e.g., Hamming distance). In this scheme, however, the length of binary strings is
proportional to the number of nodes in the road network, and the relative locations of
roads and moving objects are not easily obtainable from the binary strings of road
network nodes. Refs. [11,12,13,14] are some of the representative works that aim at
reducing the dimensions of indices to improve query processing performance. These
three methods express the locations of moving objects effectively by exploiting the
observation that moving objects seldom change their locations much per time. However,
they still have to use every information of moving objects, which are at least three-
dimensional, for query processing.

The method proposed in [8],[9] transform two-dimensional locations into one
dimensional representation which uses Hilbert Curve[10]. Since this method does not
consider hierarchical administrative district during the transformation, it does not fit
well the real world situations. The binary string representation proposed [18]
however, is based on the information of hierarchical administrative district and thus
can be easily converted into address formats that are easier for human users to
interpret. In this paper the researcher proposes an extension of this method that could
be very useful in security informatics for easy identification of sensitive areas and
also alarming objects moving in that area. Since each district or road can easily
identified by a unique pattern in the new encoding scheme and since the multi-
dimensional spatio-temporal data has been converted into one-dimension, query
processing will be easier and the PL/SQL and trigger features can be effectively used
to implement the scheme.

3 Binary Encoding Method to Store Roads and Relative Locations

In conventional approaches, the location information of moving objects were
expressed as a geometric coordinate (x,y) in two-dimensional space. However,
instead, [18] propose to express location information using both hierarchical
administrative district and road network in one-dimensional space that fits real world
better. For instance, if a moving object is in a building at a coordinate of latitude =
125.58 and longitude = -37.34, then it can be expressed as a set of fields according to
an administrative district such as city, road-name, road-block (e.g., Seoul, Main road,
165th block). Furthermore, by converting the fields into a binary string that has
efficient ways to process queries, we focus the following advantages.
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(i) Storage cost can be reduced as the proposed scheme requires to store one-
dimensional data against multi-dimensional. (ii) The complexity in managing large
scale multi-dimensional spatio-temporal data for indexing and query processing can
be simplified. (iii) In real world, moving objects can only follow along the ‘‘roads’’.
However, if one expresses location information as geometric coordinates, then one
may include spaces where moving objects can never move into, so-called dead space,
incurring storage waste. (iv) Since the location information is specified in binary
code, entire district or road-block can be easily addressed based on number of bits.

The dimension reduction of spatio-temporal data management [18] discusses two
algorithms for binary encoding process, one for administrative district, road and
location encoding and the second, for converting a position represented as geometric
co-ordinate into an equivalent binary string. Since the proposed alarming scheme is
based on this encoding method these basic algorithms are briefly discussed below.

Algorithm 1 describes how an administrative district can be represented and stored
as a set of binary string. The method is a recursive procedure which will successively
divide the entire region into sub-regions and finally map each district into a two-
dimensional space and then assign a binary string to each district. To provide the
relative position of districts the mapping is based on space-filling curves such as
Z-ordering[15].

Algorithm 1. Mapping administrative districts into binary strings

1. Compute the centroid of each district.

2. Divide the region into two sub-regions, south and north, so that the numbers of
centroids in both south and north are Similar.

3. If region south has more than one centroid, divide it into two sub-regions,
South-east and south-west, so that the numbers of centroids in both south-east and
South-west are similar.

4. Do the same for region north symmetrically.

5. For each sub-region obtained from Steps 3 and 4, if it contains more than one
centroid, repeat Steps 2—4.

6. Considering the division process undergone, map each district onto a two-
dimensional space.

7. Using a Z-ordering, assign a binary string to each district

Fig 1 shows the division process of a country having 8 districts. Each district is
labeled by its centroid (a, b,..h). The hierarchical division process is numbered as 1,2
3 and 4. Fig 2 shows the mapping of the regions into two-dimensional space. Binary
string conversion of each district is shown in fig 3 where the relative ordering is based
on Z-ordering.

The proposed encoding based on Z-ordering produces more informative binary
strings. Let us consider two moving objects, one located at the district 00 000 and
other located at 00 001. In addition to the fact that two objects are in the same country
but in different cities, we can infer that (1) since the first two bits for cities are all 00,
the cities are located at southwest area of the country, and (2) since the last bits for
cities are different, the city where the first object is located is south of the city where
the second object is located.
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Algorithm 1 can be used to map road within each district into binary string by
considering region for district and road as line. When a line is too curvy so that the
centroid finding will be difficult then it can be partitioned and may be treated as
different lines with separate code strings. Once all roads are partitioned into sub-
roads, their mappings to binary strings are performed using Algorithm 1. The code for
road will be concatenated with the binary code for the district. For example in the
binary string 00000010 represents a road in district A(code 00000) where code for the
road is 010.

To encode the location on road, we first partition a road into 2"-1 units of the same
size, and then represent each boundary as an n-bit binary string. Then we choose the
boundary nearest from an object and use its binary string as the location of the object
on the road.

Algorithm 2[18] will fix the position of a moving object represented by geometric
co-ordinates as usually supplied by the GPS, onto roads. The algorithm uses an R-tree
for roads to quickly convert a two-dimensional point into equivalent binary string.

Algorithm 2. Utilizing an R-tree to quickly convert a two-dimensional point, (X,y),
into the equivalent binary String

1. Generate the rectangle uMBR by expanding x to its left and right by uR, and
expanding y up and down by uR. uMBR is then expressed as
([x _uRx+uR], [y _uR,y +uR]). Here, uR is a system parameter used for
determining the nearness of roads from a two- dimensional point.

2. Search the R-tree for the roads whose MBRs overlap uMBR.

3. From the roads obtained in Step 2, select the road R whose Euclidean distance to
(x,y) is the smallest.

4. Project (x,y) onto the road R. Let (X,,yo) denote the coordinate of (x,y) after the
projection.

5. Using the relative position of (Xq,Y,) on the road R, calculate the binary string for
(X0,¥0)-

6. Concatenate bit string(R) and the binary string for (X,yo)
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Fig. 4. Elapsed time to convert two-dimensional locations into equivalent binary string

Experimental validation [18] proved that the overhead in converting (X,y) into
binary string will be negligible for a typical LBS environment and tolerable even for
an environment with a huge number of locations. Fig. 4 shows that the total time
spent for the conversion increases almost linearly with the number of two-
dimensional locations and more than seven million locations can be processed per
second.

The characteristics of the binary encoding scheme which made base line for the
proposed alarming scheme in [18] are (i) It will be easy to find out the lowest
common administrative district by extracting the longest common prefix of a given
set of binary strings, and (ii) a district containing a set of lower districts can be
represented by the range of binary strings; for example, county ‘‘A’’ in Fig. 1 is
represented by the range [00000, 00111]. These advantages make it easy in
addressing the whole country, whole district or of a single road by identifying the
common prefix in the binary string representing the location of the object.

For example if the object’s location on the road encoded as 001010000110010
where first 2 bits for the country, 4 bits for the district, 5 bits for road and 4 bits for
relative location on the road. Then in all locations if first 2 bits are 00 then they all
belongs to the same country.

4 Proposed Trigger Based Alarming Scheme

In the proposed scheme, moving object data base is a relational database having the
following table structures.

a) Current-objects (object-id, location bit sequence, Time): Contains the details of
the moving objects currently on roads under consideration. The object will update this
table at frequent time intervals on the assumption that the system will have a



98 S. Abraham and P.S. Lal

continuous network connectivity and sufficient capacity to handle large amount of
data. Our proposed trigger will act on this table upon an update operation.

b) Sensitive Districts( District binary code, ts, te, status): Contains the details of
district which are sensitive due to a terrorist attack, communal violence, natural
calamity, emergency declared by local administration etc. Each record contains the
equivalent binary string of the district obtained as described in section 3, ts and te
are time start and time end respectively to denote the period of disturbance[2] and
status denotes whether to set the area sensitive or not.

¢) Sensitive Roads (Road binary code, ts, te, status): Similar to Sensitive districts
table but contains details of sensitive roads.

The environment in which the alarming system will function is shown in fig 5. The
mod will be informed about the sensitive area by highway police through authorized
messages. The police people will inform the sensitive area in real-life address and the
algorithm discussed in section 3 can be used to convert that into binary string notation
and will set active status in mod. Alarming will work for objects already within the
sensitive area and will be triggered in the next immediate update so that they can be
vigilant or changing their routes or stop the movement. Advantage of this scheme is
that a complete district, complete city or the whole single road can be set or reset to
sensitive state easily as in the binary encoding scheme discussed earlier has a fixed
substring to represent a district or city or road or part of a road. When an object
crosses a sensitive area or being in such area, an update of current location will
automatically triggered and message will be send to the object with sensitive location
information in real-life address. A similar message will pass to patrolling police with
information of object id and the location it has reached in the last update.

The scheme consists of three algorithms as explained below.

Algorithm 3. Marking sensitive area on MOD

1. Read the address of the area in real-life notation and duration from security people
2. Check the authority of the message.
3. Search on the B-tree for district/road names to find out the equivalent binary
string.
4. Write the obtained binary string into district-sensitive table or road-sensitive
table and set the status active

Algorithm 4. MOD updating by a moving object at fixed intervals

1. Get the location(x,y) of the moving object through the mobile set having GPS
facility and time of updating.

2. Convert the location(x,y) into binary string using algorithm explained in section 3
(Algorithm 2).

3. Update the moving object data base (objects table) with record consisting of
(object- id, binary string representing location, time)

4. During updating if the location is in any of the sensitive area a trigger ‘“‘security-
alarm” will be fired as detailed in the following algorithm.
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Algorithm 5: Trigger “security-alarm”

Create or alter trigger security-alarm before update of Objects for each row

Begin

1. If district binary substring (or road binary substring) in the location code is in
District-sensitive table (or road-sensitive table)

2. f status column in district sensitive table (or sensitive-road table) is “yes”

3. If time to update match with the disturbance time from sensitive-district table (Or
sensitive-road table)

4. Search the B-tree for address of the disturbed area where binary code is the key
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5. Send a security-alarm to object through object-id with message containing Real-life
address of location, city, road, part of road affected

6. Send a security-warning to highway police through Police-id containing the object-
id , road/district entered into, time of entry
End.

5 Conclusion

Dimension reduction is one of the challenging problems in multidimensional data
management which has many applications in area that handle large volumes of data.
Security informatics is such an area where huge spatio-temporal data is to be
managed. The proposed alarming scheme for moving object on road network uses one
of the dimension reduction methods over large scale spatio-temporal data with the
concept of binary encoding techniques. The method could be extended to other
domain such as health informatics in identifying and managing area of spreading
infectious diseases.
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Abstract. Techniques used in video smoke detection systems have been dis-
cussed noticeably in past few years. With the advantage of early fire alarm in
large or specific spaces such as studio and tunnels, the video-based smoke de-
tection systems would not have time delay as conventional detectors. In con-
trast, how to reduce false alarm and increase the generalization ability is the key
issue for such state-of-the-art systems. In this paper, examples consisting of fea-
tures extracted from a real time video are collected for the training of a dis-
criminating model. A prototype of support vector machine (SVM) is therefore
introduced for the discriminating model with the capability in small sample size
training and the good generalization ability. In order to reduce the false alarm,
the prototype is then extended to a class-imbalanced learning model to deal
with rarity of the positive class. A number of assuming data are used for imbal-
anced test to cope with the real world of fire safety. The technique is optimistic
to enhance accuracy and reduce false alarm in video-based smoke systems.

Keywords: Margin, Video-based Smoke detection, False alarm, Pattern recog-
nition, Support vector machines.

1 Introduction

Conventional spot thermal and smoke detection techniques, there are some drawbacks
to be solved. A spot detector takes charge of a limited area in space. In addition, the
area may be affected by environment like forced ventilation, so the smoke or fire
would not be detected or have a long time delay. Therefore, those conventional detec-
tion systems are not suitable in some large or specific spaces such as hangers, studio,
atriums, tunnels, storage, and offshore platform. Video-based fire systems are devel-
oped to solve above deficiencies in past few years. However, the most of video-based
techniques to give fire alarm are aim at flame detection. For early alarm purpose, the
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researches and techniques on video-based smoke detection are more and more paid
attention. However, such state-of-the-art system has great technical challenges in
terms of detection rate and false alarm rate [1]. Based on recent proposed methods of
video capture in smoke signals, Chen [2] used the combination of a chromaticity-
based statistic and a diffusion-based dynamic characteristic to reorganize smoke gen-
eration. Kopilovi [3] proposed irregularities in motion due to non-rigidity of smoke.
Toreyin et al. [4] extracted image features by using the methods of background sub-
traction, temporal wavelet transformation, and spatial wavelet transformation which is
the algorithm of smoke detection used in this paper.

The study reviewed the video-based techniques for smoke detection. As a frame-
work of an intelligent early alarming system, the study proposed a classification post-
processor to produce the alarm automatically. Based on different sensing devices,
there are several types of artificial neural networks (ANNs) have been developed as
the post-processor [5]. Since the method of support vector machine (SVM) [6-7] has
demonstrated good generalization ability in classification [8], a post-processor based
on the SVM is studied and presented in this paper. Unlike the ANNs minimize only
the empirical risk of the training data which may incur an unexpected overfitting, the
SVM seeks to maximize classification “margin” in the solution in which good gener-
alization ability is accessible.

Basically, the discriminant function coming from the post-processor shall be su-
pervised learned with some positive (real fire) and negative (normal condition) exam-
ples in advance. One difficulty arose when collecting examples for learning.
Whatever the techniques are applied to acquire the smoke signals, the learning of the
post-processor is still suffered from the rarity of the real positive learning examples.
Machine learning based on the rare positive examples leads to a biased discriminant
function and conducts generally the system a higher rate of false alarm. As known,
the false alarm degraded the generalization ability of the intelligent early alarming
system.

With the arguments, the post-processor has to employ further a technique of class
imbalanced learning to deal with the false alarm. In machine learning, topics of class
imbalanced learning can mainly be categorized into two levels, the data and algo-
rithmic levels of modification [9]. At the data level, strategies of up-sampling and
down-sampling are often used to deal with the imbalanced datasets [9-10]. The down-
sampling eliminates the samples in majority class while up-sampling duplicates those
in minority-class. Both techniques reduce the degree of imbalance. At the algorithmic
level, people introduce the cost-sensitive learning as a solution for imbalanced class
learning. This kind of strategies gives higher learning cost to the samples in the mi-
nority-class to counter balance the degree of imbalance [11-12]. A general practice is
to exploit the misclassification costs of identifying the majority-class to outweigh
those of identifying the minority-class. The reweighing scheme is generally merged
into the common edition of classification algorithms [12].

2 Smoke Detection Approach

This paper follows the approach of Toreyn et al., [4] and Shuai [13], i.e., Smoke
detection algorithm consisting of using background estimate methods to determine
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moving pixels and regions in the video, examining temporal wavelet sub-signals,
analyzing spatial wavelet features, and checking U/V channels of the images to collect
related parameters.

Moving pixels and regions in the video are determined by using a background es-
timation method developed by Collins et al., [14]. In this method, a background image
B,,; at time instant n+1 is recursively estimated from the image frame I, and the
background image B, of the video as follows:

B,. (s.)=AB,(s,t)+(1—A)I,(s,t) stationary, (1)

B, (s,t)=B,(s1) moving, )

where I,(s, ) represent a pixel in the n"™ video frame I, and A is a parameter between
0 and 1. Moving pixels are determined by subtracting the current image from the
background image and shareholding.

From temporal wavelet transform, the signal u,(s, t) is the luminance (Y compo-
nent) of the image. To examine the wavelet sub-signals d,(s, f) and e,(s, t) at 5 Hz
image capture rate. In a stationary pixel, values of these two sub-signals should be
equal to or very close to zero because of high-pass filters used in sub-band analysis. If
there is an ordinary moving object going through pixel (s, ) then there will be a single
spike in one of these wavelet sub-signals because of the transition from the back-
ground pixel to the object pixel. If the pixel is part of a smoke boundary then there
will be several spikes in one second due to transitions from background to smoke and
smoke to background. Therefore, if le,(s, £)| and/or Id,(s, f)| exceed a threshold value
several times in a few seconds then an alarm is issued for this pixel. By using spatial
transform, let

®,(w,v) =l LH ,(u,v) > +1 HL, (u,v) > +| HH, (u,v) I*, 3)

represent a composite image containing high-frequency information at a given scale.
Wavelet sub-images LH, HL and HH contains horizontal, vertical and diagonal edges
of the original image, respectively. This sub-band image is divided into small blocks
of size (s1, 5,) and the energy e(#;, 1,) of each block is computed as follows

e(t, t,) = an(u+t1sl,v+t2s2), (4)
(x,y)ER;

where R;represents a block of size (sy, s,) in the wavelet sub-image.

Color information is also used for identifying smoke in video. Initially, when the
smoke starts to expand, it is semi-transparent thus it preserves the direction of the
RGB vector of the background image. This is another clue for differentiating between
smoke and an ordinary moving object. By itself, this information is not sufficient
because shadows of moving objects also have the same property. As the smoke gets
thicker, however, the resemblance of the current frame and the background decreases
and the chrominance values U and V of the candidate region in the current frame
become smaller than corresponding values in the background image. Only those
pixels with lower chrominance values are considered to be smoke.

The parameters of the derived models in this section are used as input feature vec-
tors to train an SVM classifier, which is then used to detect the presence of steam in
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the video image. A flowchart is provided in Fig. 1 to better illustrate the proposed
algorithm. From the proposition, an eight-dimensional input vector is formed as the
input of the SVM:

x=[Ad, e, w,,e Y UV]. %)
r— - L i, ~Traini O T
Training | ]E{_eal Training Processing »
* Dintigo: 5 ime ———— C(lassification Processing——»
! 'l Video
s l e :
N ; Kernel & :
Bac%t.gro.und - . Parameters -
Estimation . Selection | | v Fire
‘ | Lo 5 | Alarm
Spatial / Tenlflporal R Support
= o 9
Wavelet Feature Vector
Transform Extraction Machine
‘ ' I “Classificatio
1
; Non-
Color Information N F(l)r]::

Fig. 1. Flowchart of techniques for the video-based smoke detection with SVM classification

3 Support Vector Machine Discriminating Post-processor

3.1 Elementary Support Vector Machine

The discriminating post-processor involves constructing a discriminant function to
classify video-based signals for prediction. With a set of labeled learning examples S
={(x,y)li=1,2,...,1} where y;’s are known classifications, y; € {+1, -1} the dis-
criminant function can be built by the post-processor. As a kind of the kernel methods
(8, 15], SVM [6-7] employs a feature map, p(x): RY — R”, implicitly mapping the d-
dimensional learning examples from the input space R? into a higher dimensional
Hilbert feature space R”, to manipulate linearly a sophisticated non-linear separating
problem. With the kernel method, most of real world applications known generally as
non-linear problems can be tackled. With the map ¢(x), SVM learns from the learning
set S and builds a linear discriminant function fin the feature space R

fx)=w p(x)+b, (6)

where w is a weight vector denoting a d-dimensional transposed normal vector to the
separating hyperplane, and b is a bias term denoting a scalar for offsetting the hyper-
plane.

A key to guarantee that the SVM is capable of achieving a good generalization per-
formance is to maximize the distance p, termed as “margin,” between the separating
hyperplane and those learning examples lying closest to it [6, 8]. The basic ideal of
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SVM programming is sought to maximize the margin of the separating hyperplane.
With a consideration of the errors produced by heterogeneous samples which might
come from a contaminated or noisy non-separable learning set, a vector of slack vari-
ables [&], &, ..., e‘,]T, & > 0, is introduced to participate the optimization programming.
An eventual revision of soft-margin SVM is given as [16]:

1 :
mmEHWH2 +CZ€,, @)
i=1
subject to constraints:
y, (W o(x;)+b)21-¢,, and (8)
g >0,fori=12,..,1, )

where C is a regularization parameter to adjust the ratio of both objective terms in the
optimization. The model with slack variables renders more the SVM as a general
model to deal with the real world applications since its capability in dealing noisy
input signals [8]. The capability is essentially achieved by the penalization term in

OF
!
Rempzzgi' (10)

Here, Remp, called empirical risk, states classification risk in the programming. In the
statistical learning theory [6-7], a major assumption often drawn in a learning ma-
chine is that there is no distribution information about experimental data known in
advance, but only experimental data themselves. The empirical risk, instead of ex-
pected risk, is taken to assess performance. The penalized objective function (7) is
aimed to minimize not only the inversion of p but also the classification risk. The race
of the two minimizing operations is regularized by C. In general, penalty constant C
scales the learning cost of those samples with non-zero &, and controls therefore the
optimization to achieve a good generalization performance. In the study, C is also an
important key to achieve the goal of reducing false alarm.

A vector of Lagrange multipliers [a;, ay, ..., a,]T is therefore introduced to convert the
primal formulations of soft-margin SVM (7) - (9) into a dual problem:

1 1 11
maaxz% —EZZaiajyiyjK(Xi,Xj), (11)
i=1 i=1 j=1
subject to:
!
D v =0,and (12)
i=1
0<eg <C.fori=12,..,1, (13)

where «(-,-) is a kernel function that is given by

K(Xi’xj)=¢(xi)T¢(Xj)' (14)
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The dual form of (11) renders the classification problem easier to be solved by
some existing convex quadratic programming algorithms [17]. In the above expres-
sion, the kernel function, taking inner-product of pair-wise high dimensional input
feature map, is a feasible solution for manipulating the similarity between two input
patterns [8, 15]. Since the direct operation of the inner product of feature maps may
be infeasible if the dimension of feature space is very high due to the rapidly increas-
ing computation complexity. The kernel function provides alternatively a practical
way to compute implicitly the inner-product without mapping into such a high-
dimensional space. Types of kernel function for SVM are [17]:

linear kernel: x(x,,x,)=x,"x,,
polynomial kernel: x(x,,x,)= (xl.Tx]. +1)?, and

RBF kernel: K(x,,x,) =exp(-[x, - XjHZ /o),

where d is a positive integer as the polynomial order of the polynomial kernel, and o
denotes the width parameter for the RBF basis function in the RBF kernel.

After the quadratic programming of (11) - (13), a set of exact solution of a; asso-
ciated with the learning examples is found. According to the sparseness of the KKT
(Karush-Kuhn-Tucker) conditions [8], only those examples having non-zero a;,
called support vectors, are preserved to support the discriminant function [6]. The
crucial property of the sparseness in support vector expansion reduces the computing
time of the subsequent discriminant function, and is beneficial to an on-line prediction
system. As illustrated, the discriminant function f can be fully specified using only the
minor subset of support vectors:

=Y 0 yx(x,x)+b. (15)

a; #0

Once the discriminant function established, the intelligent early alarming system can
employ the function for on-line prediction with instantaneous video-based signals.

3.2 Class Imbalanced Learning

In order to solve the problem of false alarm in the smoke detection system, the ele-
mentary SVM shall consider further the issue of class imbalanced learning. Paper
survey shows the development of class imbalanced learning in SVM shares the same
merits of two-level techniques which we have described in section I. Known as the
techniques in data level , variant sampling strategies have been employed in solving
some real applications [18]. Akbani et al., [19] have explained why the down-
sampling strategy is not the best choice for SVM. They developed a method incorpo-
rating synthetic minority up-sampling technique (SMOTE) [20] with different error
costs algorithm [21] to push the biased separating hyperplane away from minority-
class. Ertekin et al.,, [22] proposed an efficient active learning strategy for
down-sampling. The method iteratively selects the closest example to the separating
hyperplane from the unseen learning data and adds it to the learning set to retrain the
SVM. With an early stopping criterion, the method can decrease significantly the
learning time in the large scale imbalanced dataset. In addition, a backward pruning
technique, identified as one type of down-sampling, has been employed to deal with
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the imbalanced data classification [23]. In the algorithmic level, Veropoulos et al.,
[21] suggested a solution for cost-sensitive learning which used different penalty
constants for different classes of data to make errors on minority-class samples cost-
lier than errors on majority-class samples. The penalty regularized method deserves to
be much more attention because the promising formulation is intrinsically coherent
with its elementary prototype of SVM. In fact, the remedy has widely been applied
and extended in many applications [19, 24]. The other type of approaches to dealing
with imbalanced SVM learning is to push the learned hyperplane further away from
the minority-class in the algorithms. This can also be done by cost-sensitive learning.
Modifying the kernel function (Fig.2) provides one of the solutions for such cost-
sensitive learning [25]. The kernel function can be conformally transformed according
to the structure of the Riemannian geometry in the imbalanced data to improve the
bias.

Majority Majority
@ Class @ @ @ Class @ @
© O« © =
~ i Boud??

f,‘ \_&_T<-
Uy, Minority Taining
Minority @ RN / Boung
% lass nda,
Class Uy Class e

Fig. 2. Adjustment of decision boundary by a conformally transformed kernel function

The study adopts Veropoulos model [21] for the class imbalanced learning due to
its coherence with the elementary prototype. The key idea of the penalty regularized
model is to introduce unequal penalties to the samples in the imbalanced classes. The
penalization strategy associated with error of a positive sample retains penalty higher
than that with error of a negative sample in the optimization. The high penalty then
translates into a bias for Lagrange multiplier because the cost of corresponding error
is heavier. This drifts the separating hyperplane from the positive class towards the
negative class. The model can then be started with the examination of imbalance in
the learning set S. Suppose there are [* positive and " negative learning examples in S,
we have:

S={(x,.y,)UX,.y)ly, =+Ly, =-Lxe R}, (16)

where p and n denote respectively the indices of the example in the positive and nega-
tive class:
{ply,=+L,p=1,2,., AR
{nly,=-1Ln=1,2,..,1"},and (17)
I=1"+1".
With set S, the Veropoulos model based on the soft-margin SVM has been founded
to learn the target discriminant function f(x) = w' @(x) +b:
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min +C+,jz:18” o Fe ()
subject to
y,(Wox,)+b)21-¢,.for {ply =+1}, (19)
v, (Weokx,)+b)=1-¢,, for {nly =-1},and (20)
£, €2 0, 20

where C* and C denote the penalty constants for positive and negative class, respec-
tively. As understood, the model biases the separating hyperplane by assigning differ-
ent cost for errors in the different class. In general, the error in the positive class is
costlier than that in negative class. The smaller the scale of the positive class, the
higher the error cost.

Following similar derivations in the elementary SVM, the dual form of the class
imbalanced learning problem can also be expressed as a convex quadratic optimiza-
tion problem:

I I~
mjle(Zp + 20!,,
p=1 n=1
o A

1
—E(ZZaiyf)K(xp,po 2> > a,e,y,y,k(x,.X,) (22)

p=1 p=1 p=l n=1
I~ I~ -
+Zzan yn K(Xn ’Xn ))
n=1 n=1
subject to

1
a,=Y e, and (23)

1 n=l

M=

=
]

0<a,<C".0<a,<C. (24)

Figure 3 illustrates the compensated effect of the Veropoulos model. Using the re-
gion of a shaded-dish to describe the size, two classes, showing as both top and lateral
views, are aligned with their centers horizontally. A Gaussian distribution is assumed
for data points in the shaded-dish regions. The inclined segments risen from the hori-
zon to the top of the Gaussian curves are analogous to the penalty functions. In the
beginning, the heights of the assumed Gaussian are equally normalized for an uncom-
pensated condition. The decision boundary (separating hyperplane) drawn from the
intersection of the segments vertically is actually biased from the ideal decision
boundary (Fig. 3a). The Veropoulos model employing costlier penalty for misclassifi-
cations in positive class can be analogous to raise the height of the corresponding
Gaussian. Due to the raised height, the decision boundary drew from the intersection
shifts closer towards the ideal boundary (Fig. 3b).
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(a) Uncompensated learning (b) Compensated with costlier penalty

Fig. 3. Basic idea of the Veropoulos model

4 Computer Simulation

An issue to check the feasibility of the imbalanced learning in reducing the false
alarm is performed first. A simulated imbalanced dataset consisting 20 positive ex-
amples (marked as “0”) and 100 negative examples (marked as “0”) is acquired with
Breiman's algorithm [26] and is given in panels of Fig. 4 with an ideal decision
boundary showing as a dashed line. As shown, the bias decision boundaries (solid
lines in Fig. 4a and 4c) are moved closed to the ideal boundary (solid lines in Fig. 4b
and 4d) by applying heavier penalties to positive examples despite the linear or sec-
ond polynomial kernel is used. The decision boundary closed to the ideal boundary is

(c) C* =100, C = 100 (d) C* =500, C =100

Fig. 4. Decision boundaries with ((b) and (d)) / without ((a) and (c)) the compensation. The
dashed lines denote the ideal decision boundary, the solid lines denote the actual decision
boundary, and dotted lines denotes respective margins.
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good for the predictions of forthcoming smoke signals wherever the attributed values
are unknown. Of course, it is good for generalization performance. For the sake to
assess the generalization performance of the imbalanced learning, a measure of
Gmean is employed as an index of the performance [27]:

Gmean=+acc* -acc™, (25)

where acc” is the percentage of positive examples correctly recognized and acc” is the
percentage of negative examples correctly recognized in the classification. Actually,
Gmean, the geometric mean of the values of acc’ and acc’, will become small with
either small acc™ or small acc’. Only the condition of simultaneously large in both
acc” and acc’ makes Gmean a high score. The fact implies a good generalization
performance is generally come with the high score of Gmean.

Using a 10-fold cross-validation on the same imbalanced dataset, Table 1 shows
averaged Gmean’s with different settings of C* and C. As known, the larger value of
Gmean, the higher the generalization performance. The table concluded that a heavier
penalty for larger value of C" increases the performance, and reduces confidently the
false alarm.

Table 1. Averaged Gmean in 10-fold cross-validation

c'IC C =0.1 Cc =1 C =10
Ratio Gmean  acc*lacc  Gmean  acc’lacc  Gmean  acctlacc
1 0.77 0.70/0.96 0.77 0.70/0.94 0.77 0.70/0.94
1.5 0.78 0.73/0.94 0.80 0.77/0.94 0.79 0.77/0.93
2 0.81 0.80/0.93 0.79 0.77/0.93 0.81 0.80/0.93
2.5 0.83 0.83/0.93 0.88 0.87/0.92 0.85 0.83/0.90
3 0.83 0.83/0.93 0.87 0.87/0.90 0.86 0.87/0.89
3.5 0.85 0.83/0.90 0.85 0.87/0.87 0.86 0.87/0.88
4 0.81 0.85/0.81 0.84 0.89/0.83 0.84 0.87/0.84

5 Conclusion

In this paper, we proposed a real-time image processing algorithm for video-based
smoke detection systems. The approach uses the parameters of background estima-
tion, wavelet transform, and color information as features to characterize the smoke
texture pattern. A class imbalanced learning algorithm is then proposed for automatic
early alarm. The algorithm can be trained through SVM classification to reduce the
false alarm in these state-of-the-art systems. Computer simulation shows a promising
result that is worth for further realization as an application.
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Abstract. A social network is the mapping and measuring of rela-
tionships and flows between individuals, groups, organizations, comput-
ers, web sites, and other information/knowledge processing entities. The
nodes in the network are the people and groups, while the links show
relationships or flows between the nodes. Social networks provide both
a visual and a mathematical model for analyzing of relationships. While
social network construction and analysis has taken place for a long time,
social network analysis in the context of privacy-preservation is a rela-
tively new area of research. In this paper, we focus on privately construct-
ing a social network involving multiple independent parties. Because of
privacy concerns, the parties cannot share their individual social net-
work data directly. However, the parties could all benefit from the con-
struction of a collaborative social network containing all the independent
party network data. How multiple parties collaboratively construct a so-
cial network without breaching data privacy presents a challenge. The
objective of this paper is to present a cryptographic approach for pri-
vately constructing collaborative social networks.

Keywords: Privacy, Security, Social Networks.

1 Introduction

Recent advances in data collection, data dissemination and related technologies
have inaugurated a new era of research where existing social network algorithms
should be reconsidered in the context of privacy preservation. The need for pri-
vacy is sometimes motivated by laws (e.g., disease transmission networks based
on medical databases) or business interests (e.g., product affinity networks based
on customer databases). However, there are situations where the sharing of data
can lead to a mutual benefit. Despite the potential gain, this is often not possible
due to the confidentiality issues which arise. It is well documented [4] that the
unlimited explosion of new information through the Internet and other media
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has reached a point where threats against individual privacy are very common
and deserve serious thought. Let us consider the following example. Suppose,
several countries are involved in a multi-site terrorism study. Each country has
its own data set containing terrorist social networks. These countries would like
to construct a combined or collaborative social network using the data sets from
all of the participating countries in order to more effectively identify common
terrorist threats. However, due to privacy rules, one country cannot disclose its
social networks to other countries. How can these countries achieve their ob-
jective? Can privacy and collaborative social network construction coexist? In
other words, can the multiple, independent parties somehow construct a more
comprehensive collaborative social network and obtain the desired results with-
out compromising their data privacy? In this paper, we show that privacy and
collaborative social network construction can be achieved at the same time over
large data sets with reasonable efficiency.

Privacy-preservation in the context of social networks is a relatively new re-
search area. At their seminal paper on privacy-preserving social network, Wang
et. al. [9] generalized the techniques for protecting personal privacy in tabulated
data and proposed some metrics of anonymity for risk analysis by disclosing
social network data for public release. Singh and Zhan [8] presented a new mea-
sure, topological anonymity, that quantifies the amount of privacy preserved
in different topological structures. Their measure uses a combination of known
social network metrics and attempts to identify when node and edge inference
breaches arise in these graphs. Zhou and Pei [II] present a type of privacy at-
tack: neighborhood attacks. A neighborhoods attack occurs if an adversary has
some knowledge about the neighbors of a target victim and the relationship
among the neighbors. They present a solution against neighborhood attacks. In
[2], Blosser and Zhan present a client-server model solution on how to combine
social networks with privacy goals. In this paper, we will present a cryptographic
approach to privacy-preserving collaborative social network construction.

The paper is organized as follows: We present our building blocks in the next
section. We define our problem in section 3. Thereafter, we describe protocols
for privacy-preserving collaborative social network construction in section 4. We
present our conclusions in section 5.

2 Building Blocks

In this paper, we would like to follow the privacy definition proposed in [I0].
The basic idea is as follows: A privacy-oriented scheme S preserves data privacy
if for any private data T', the following is held:

|Pr(T|PPDMS) — Pr(T)| < ¢
where

— PPDMS: Privacy-preserving social network construction scheme.
— €: A probability parameter.
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— Pr(T|PPDMS): The probability that the private data T is disclosed af-
ter a privacy-preserving social network construction scheme has been being
applied.

— Pr(T): The probability that the private data T is disclosed without any
privacy-preserving social network scheme being applied.

— Pr(T|PPDMS) — Pr(T): The probability that private data T is disclosed
with and without privacy-preserving social network schemes being applied.

We call 1 — e the privacy level that the privacy-oriented scheme S can achieve.
The goal is to make € as small as possible.

We have defined privacy for social network algorithms. However, often times,
we need to reduce the complete privacy-preserving social network algorithm
to a set of component privacy-oriented protocols. We say a privacy-preserving
social network algorithm preserves privacy if each component protocol preserves
privacy and the combination of the component protocols do not disclose private
data. In the secure multi-party computation literature, a composition theorem
[5] describes the similar idea.

Theorem 1. Suppose that g is privately reducible to f and that there exists
a protocol for privately computing f. Then there exists a protocol for privately
computing g.

Proof. Refer to [5].
We now formally define privacy for a component protocol.
Definition 1. A privacy-oriented component protocol C'P preserves data pri-
vacy if for any private data 7', the following is held:
|Pr(T|CP) — Pr(T)| <e
where

— C'P: Component protocol.

— Pr(T|CP): The probability that the private data T is disclosed after a privacy-
preserving component protocol being applied.

— Pr(T|CP)— Pr(T): The probability that private data T is disclosed with and
without privacy-preserving component protocol.

We call 1 — ¢ the privacy level that the privacy-oriented component protocol
C'P can achieve. The goal is to make ¢ as small as possible.

Next, we introduce the fundamental building blocks/component protocols we
consider. They are homomorphic encryption and the digital envelope technique.

2.1 Homomorphic Encryption

The concept of homomorphic encryption was originally proposed in [7]. Since
then, many such systems have been proposed. In this paper, we base our privacy-
oriented protocols on [6] which is semantically secure.



Privacy-Preserving Collaborative Social Networks 117

A cryptosystem is homomorphic with respect to some operation * on the mes-
sage space if there is a corresponding operation *’ on the ciphertext space such
that e(m)«"e(m’) = e(m=*m'). In our privacy-oriented protocols, we use additive
homomorphism offered by [6] in which Paillier proposed a new trapdoor mecha-
nism based on the idea that it is hard to factor number n = pq where p and q are
two large prime numbers. In the performance evaluation, Paillier compares the
proposed encryption scheme with existing public-key cryptosystems. The results
show that the encryption process is comparable with the encryption process of
RSA in terms of the computation cost; the decryption process is faster than the
decryption process of RSA.

In this paper, we utilize the following property of the homomorphic encryption
functions: e(mq) x e(mg) = e(my + mso) where m; and mso are the data to be
encrypted. Because of the property of associativity, e(mj + mg + .. + m,,) can
be computed as e(mq) x e(mg) X -+ X e(m,,) where e(m;) # 0. That is

dle(mi +ma+---+my,)) =d(e(my) x e(ma) X -+ X e(my,)) (1)
Note that a corollary of it is as follows:
d(e(m1)™*) = d(e(my x ma)), (2)

where x denotes multiplication.

2.2 Digital Envelope

A digital envelope [3] is a random number (or a set of random numbers) only
known by the owner of private data. To hide the private data in a digital envelope,
we conduct a set of mathematical operations between a random number (or a set
of random numbers) and the private data. The mathematical operations could
be addition, subtraction, multiplication, etc. For example, assume the private
data value is v. There is a random number R which is only known by the owner
of v. The owner can hide v by adding this random number, e.g., v + R.

3 Privacy-Preserving Collaborative Social Network
Framework

A social network is a graph, G = (V, E), where V is a set of nodes representing
persons and E is a set of edges (V' x V) representing the relationships between
the corresponding persons, such as friendship, values, visions, idea, financial
exchange, kinship, dislike, conflict, trade, web links, sexual relations, disease
transmission (epidemiology), or airline routes. The resulting structures are often
very complex. Social network analysis views social relationships in terms of nodes
and ties. Nodes are the individual actors within the networks, and ties are the
relationships between the actors. There can be many kinds of ties between the
nodes. Research in a number of academic fields has shown that social networks
operate on many levels, from families up to the level of nations, and play a critical
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role in determining the way problems are solved, organizations are run, and
the degree to which individuals succeed in achieving their goals. In its simplest
form, a social network is a map of all of the relevant ties between the nodes
being studied. The network can also be used to determine the social capital of
individual actors. These concepts are often displayed in a social network diagram,
where nodes are the points and ties are the lines.

Problem 1. Our specific problem setup is as follows: Given two or more social
networks from different sources, we need to share the information between these
social networks in order to conduct more accurate social network analysis for in-
telligent investigation. Without information sharing, we only have only a subset
of the collaborative social network that can be created by merging the individ-
ual social networks of the participants. However, due to privacy issues, parties
cannot release its node and/or edge connectivity and weight information from
its social network to other participants. Given this problem, how can we con-
struct the complete social network without compromising the data privacy of
each collaborator while still attaining a reasonably accurate collaborative social
network.

Next, we would like to introduce some notations used in this paper.

Notation 1 — In the component protocol involving multiple parties, we use
ADVp, to denote P;’s advantage to gain access to the private data of any
other party via the component protocol.

— Pr(Tp,|VIEWE,, Protocols). the probability that P; sees P;’s private data
via protocol <.

— We use ADVy to denote the advantage of one party to gain the other party’s
private data via the component protocol by knowing the semantically secure
encryptions. According to Definition, ADVs is negligible.

3.1 Email Social Network Construction Algorithm

In this paper, we would like to use emails as data sources to construct the social
networks. To build up a social network based on emails, we usually need to
consider three type of communications, "To’, ’'CC’, and 'BCC’. The following is
the basic algorithm in our email social network systems.

— We ignore any messages with more than 10 recipients. This rule is used to
reduce spam and ignore corporate mass mailings that could cause false ties
.

— We assign varying weights to the edges depending on how many recipients
there are and if the email is "To’, ’CC’, or '"BCC’ the recipient: (a) To 100
weight. (b) CC 25 weight. From our experience the CC has little to con-
tribute to social interactions in business and is usually used to inform supe-
riors of information. (¢) BCC 50 weight. The BCC serves the same purpose
as a CC usually, but other recipients cannot see the communication, this
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means the recipients will not have a weight to add to the total for this tie,
thus the higher value. (d) Variance The assigned weight is then divided
by the total number of recipients. The recipients of most messages will also
have a copy of the message in their email, so this measure prevents messages
to many people from being unfairly weighted. For example, a message to 5
people that is not divided would end up giving a total weight of 500 to each
person involved, divided each person only receives 100.

— We drop any ties with a total weight less than 500. This removes most spam
and attempts to further limit the results to social communication between
individuals [I].

Two important tasks in social network construction are (1) computing
the total weighted count of communications between people, and (2) comparing
the total count with the given threshold to decide whether you should keep the
edge between two nodes (persons). To achieve the first step, we will design the
following multi-party summation protocol. To achieve the second step, we can
apply the multi-party sorting protocol with a sequence of dummy numbers.

3.2 Privacy-Preserving Solution for Collaborative Social Network
Construction

Based the social network algorithm, the key issue to construct a social network is
to compute the joint results from different parties, and compare with a threshold.
We can then decide whether such links should exist or not in the final social
network. We would like to develop two protocols to deal with this problem. One is
the privacy-preserving summation protocol to securely compute the summation
of the contribution from different parties. The other is to securely compare with
an existing threshold.

3.3 Privacy-Preserving Multi-party Summation Protocol

Problem 2. Let us assume P; has a private integer number c.count;, P> has a pri-
vate integer number c.counts, - - -, and P, has a private integer number c.count,,
where n > 3. The goal is to compute the >, c.count; without compromising
data privacy. One party obtains Y, c.count;, then shares the result with other
parties.

Highlight of Protocol [IF In our protocol, we randomly select a key generator,
e.g., P, who generates a cryptographic key pair (e, d) of a homomorphic en-
cryption scheme and a large integer X which is greater than the total number of
records N. P; sends P, the encryption of the private value which is masked by a
digital envelope; P, computes the multiplication between the received term and
the encryption of the masked private value by another digital envelope; This is
repeated until P, obtains e(> ., c.count; + (> i, R;) x X). Finally, P, obtains
c.count by decrypting it, then reducing modulo X.



120 J. Zhan et al.

We present the formal protocol as follows:

Protocol 1

1. P, generates a cryptographic key pair (e, d) of a semantically secure homo-
morphic encryption scheme. P, also generates an integer X which is greater
than N.

2. P, computes e(c.count; + Ry x X)) and sends it to P, where R; is a random
integer generated by Pi.

3. P, computes e(c.count; + Ry x X) X e(c.counts + Ry x X) = e(c.count; +
c.counts + (R1+ R2)X) and sends it to P3. Rs is a random integer generated
by PQ.

4. Repeat until P, computes e(c.count; + Ry x X) x e(c.county + Ry x X) X

- x e(c.count, + R, x X) = e(Y i, c.count; + Y 1| Ry x X).

5. P, computes d(e(>_""_; c.count;+ (3", R;)x X)) modX = (3_7_, c.count;+

(>, Ri) x X) modX = Y| c.count;.

The Correctness Analysis of Protocol [Tk To show the c.count is correct,
we need to consider:

dle(c.county) x e(c.countz) X - -+ x e(c.county,)]
= d[e(c.count1+ Ry x X)X e(c.counta+ Rox X)X - - -xe(c.count,,+ Ry, x X )Jmod X.
According to Equation 2] the left hand side

dle(c.county) X e(c.counts) X -+ X e(c.count,)| = Zc.counti.

The right hand side

dle(c.count; + Ry x X) x e(c.counta+ R x X ) x - - - X e(c.count, + Ry, X X )|modX

= [Zn: c.count; + ZH:RZ) x X]modX.

i=1 i=1

Since X > N, > | c.count; < N, and Y, R; is an integer,

chount + ZR ) x X]modX = chount

=1 =1

Therefore, the Y"1 | c.count; is correctly computed.

The Complexity Analysis of Protocol [Ik The bit-wise communication cost
of this protocol is a(n-1) since the cost of each step is « except for the first step.
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The following contributes to the computational cost: (1)The generation of
one cryptographic key pair. (2)The total number of n encryptions. (3)The total
number of 2n — 1 multiplications. (4)One decryption. (5)One modular operation.
(6)n additions.

Therefore, the total computation overhead is about 9n.

Theorem 2. Protocol [I] preserves data privacy at a level equal to ADVp,.
Proof. We will identify the value of € such that
|Pr(T|CP)— Pr(T)| <e

holds for T'= Tp,, i € [1,n], and CP = Protocol [l

According to our notations,

ADVp, = Pr(Tp,|VIEWp,, Protocolll) — Pr(Tp, |VIEWE,),i # n,
and
ADVp, = Pr(Tp,|VIEWE,, Protocolll) — Pr(Tp,|VIEWE,),

where ADVp, is the advantage of P, to gain access to the other parties private
data by obtaining the final result 31" c.count;.

Since P; obtains no data from other parties, ADVp, = 0. For Py, --+, Pp_1,
all the information that each of them obtains about the other parties data is
encrypted, thus,

ADVp, = ADVg,
which is negligible.
In order to show that privacy is preserved according to Definition [, we need
to know the value of the privacy level e. We set
e = max(ADVp,, ADVp,) = max(ADVs, ADVp,) = ADVp,.
Then
Pr(Tp,|VIEWp,, Protocolll) — Pr(Tp,|VIEWp,) < ADVp, ,i # n,

and

Pr(Tp; |VIEWE,, Protocolll) — Pr(Tp,|VIEWp,) < ADVp,,

which completes the proof.
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3.4 Privacy-Preserving Multi-party Sorting Protocol

Problem 3. Assume that P; has a private number ¢, P> has a private number
ta, - -+, and P, has a private number ¢,,. The goal is to sort ¢;, i € [1,n] without
disclosing ¢; to P; where i # j.

Highlight of Protocol 2t In our protocol, we randomly select a key genera-
tor, e.g., P,, who generates a cryptographic key pair (e, d) of a homomorphic
encryption scheme. Each party encrypts their number using e, then sends it to
P,_1. P,_1 computes the encryption difference of two numbers and obtains a
sequence ¢ of n? elements. P, _; randomly permutes this sequence and sends the
permuted sequence to P,, who decrypts each element in the permuted sequence
and obtains a +1/— 1 sequence according to the decrypted results. P, sends this
+1/ — 1 sequence to P,,_1 who determines the sorting result.
We present the formal protocol as follows:

Protocol 2

1. P, generates a cryptographic key pair (e, d) of a semantically secure homo-

morphic encryption scheme.

P; computes e(t;), for i =1,2,---,n—2,n, and sends it to P,,_;.

3. P,_1 computes e(t;) x e(t;)~! = e(t; — t;) for all 4,5 € [1,n],i < j, and
sends the sequence denoted by o, which is randomly permuted, to P,.

4. P, decrypts each element in the sequence ¢. He assigns the element +1 if
the result of decryption is not less than 0, and —1, otherwise. Finally, he
obtains a +1/ — 1 sequence denoted by ¢'.

5. P, sends the +1/ — 1 sequence ¢’ to P,,_1.

6. P,_; sorts the numbers ¢;, i € [1,n].

N

The Correctness Analysis of Protocol 2t P, _; is able to remove permuta-
tion effects from ¢’ (the resultant sequence is denoted by ¢’') since she has the
permutation function that she used to permute ¢, so that the elements in ¢ and
¢ have the same order. It means that if the gth position in sequence ¢ denotes
e(t; — t;), then the gth position in sequence ¢” denotes the result of ¢; — ;. We
encode it as +1if t; > ¢;, and as -1 otherwise. P,_; has two sequences: one is ¢,
the sequence of e(t; —t;), for 4, j € [1,n](i > j), and the other is ¢, the sequence
of +1/ — 1. The two sequences have the same number of elements. P,_; knows
whether or not ¢; is larger than t; by checking the corresponding value in the
¢" sequence. For example, if the first element ¢” is —1, P,_; concludes ¢; < t;.
P,_1 examines the two sequences and constructs the index table (Table 3.1) to
sort t;, 1 € [1,n].

In Table 3.1, +1 in entry 7 indicates that the value of the row (e.g., ¢; of the
ith row) is not less than the value of a column (e.g., ¢; of the jth column); -1,
otherwise. P,,_1 sums the index values of each row and uses this number as the
weight of that row. She then sorts the sequence according the weight.

To make it clearer, let us illustrate it using an example. Assume that: (1)
there are 4 elements with ¢; < t4 < t2 < t3; (2) the sequence ¢ is [e(t; —
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Table 1. An Index Table of Number Sorting

t ty ts - tn
t1 +141-1 ----1
ty -1 4+1-1 ----1
ts 414141+ +1

tn +1+1-1 - 41

tg), e(t1 - tg), e(t1 — 154)7 €(t2 — tg), €(t2 — t4), e(t3 — t4)]. The sequence (,ON will
be [-1,—1,—1,—1,+1,+1]. According to ¢ and ¢”, P,,_1 builds the Table 3.2.
From the table, P,,_1 knows t3 > t5 > t4 > t; since t3 has the largest weight, ¢,
has the second largest weight, t4 has the third largest weight, £; has the smallest
weight.

The Complexity Analysis of Protocol 2k The total communication cost is
(1) The cost of a(n — 1) from step 2. (2) The cost of Jan? from step 3. (3) The
cost of %ﬁnQ from step 4 where 3 denotes the number of bits for +1 and —1.
Note that normally 8 < « (4) The cost of éﬁnQ from step 5. Therefore, the
total communication overhead is upper bounded by 5an? 4+ a(n — 1).

The following contributes to the computational cost: (1)The generation of
one cryptographic key pair. (2) The total number of n encryptions. (3)The total
number of n? multiplications. (4) The total number of n? decryptions. (5)The
total number of n? assignments. (6) n? —n additions. (7)gznlog(n) for sorting n
numbers.

Therefore, the total computation overhead is g; + 6n 4+ n? + 13n% +n? +n? —
n + gsnlong(n) = 16n? + 5n + gznlog(n) + g1.

Table 2. An Example of Sorting
t1 to ts3 ta Weight
t1 +1-1 -1 -1 -2
ta +1 +1-1 4142

t3 +1 +1 +1 +1 +4
tg +1-1 -1 +10

Theorem 3. Protocol [2] preserves data privacy at a level equal to ADVp,, .
Proof. We will identify the value of € such that
|Pr(T|CP)— Pr(T)| <e

holds for T' = T'p,;, i € [1,n], and CP = Protocol 2
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According to our notations,
ADVp,_, = Pr(Tp,|Viewp,_,, Protocold) — Pr(Tp,|Viewp,_,),i #n —1,
and
ADVp, = Pr(Tp,|Viewp,, Protocold) — Pr(Tp,|Viewp,),j # n.

All the information that P,,_; obtains from other parties is e(¢;) for 1 < i < n,
i # n — 1, and the sequence ¢’.
Since e is semantically secure,

ADVp, | = ADVs,

which is negligible.
In order to show that privacy is preserved according to Definition [, we need
to know the value of the privacy level e. We set

e = max(ADVp,, ADVp, _,) = max(ADVp,, ADVs) = ADVp,.
Then
Pr(Tp,|Viewp, _,, Protocoldl) — Pr(Tp,|Viewp, ,) < ADVp,,i #n —1,
and

Pr(Tp,; |Viewp,, Protocold) — Pr(Tp;|Viewp,) < ADVp,,j # n.

which completes the proof.

4 Discussion

Privacy-preserving social networks is an important area which is beginning to
receive attention from scouter scientists. In this paper, we consider network
construction and provide a solution based on homomorphic encryption. Our
approach has wide potential impact in many applications. In practice, there
are many environments where privacy-preserving collaborative social networks
are desirable. For example, the success of homeland security aiming to counter
terrorism depends on combination of social networks across different mission
areas, effective international collaboration and information sharing to support
a coalition in which different organizations and nations must share some, but
not all, information. Information privacy, thus, becomes extremely important
and our technique can be applied. We would like to mention that our solu-
tion can deal with any number of participants and the scalability issue for the
privacy-preserving collaborative protocols has been addressed. For future work,
we plan to show efficiency of our approach on large data sets, specifically, an email
data set. Also, we want to extend this work to consider networks with varying
characteristics.
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Abstract. Three of the most important services offered by cryptogra-
phy are confidential, private and authenticatability in distributed
systems, such as P2P, trust negotiation and decentralized trust manage-
ment. Information provider secretly encrypts a message with a hidden
approach to protect message security and his privacy. Ring signcryp-
tion is an important way to realize full anonymity where the signcrypter
cannot verify that this ciphertext was produced by himself. In this pa-
per, we propose a novel construction of efficient secret authenticatable
anonymous signcryption scheme in which only the actual signcrypter can
authenticate that the ciphertext was produced by himself. The receiver
cannot distinguish who the actual signcrypter is in the group even though
he obtains all group members’ private keys. Proposed scheme has the fol-
lowing properties: semantic security, signcrypter anonymity, signcrypter
secret authenticatability, and unforgeability. We prove its security in the
random oracle model under the DBDH assumption.

Keywords: signcryption, unforgeability, anonymity, ring signature.

1 Introduction

Signeryption, first proposed by Zheng [15], is a cryptographic primitive that per-
forms signature and encryption simultaneously, at a lower computational costs
and communication overheads than the traditional systems like PGP that exe-
cutes signing and encryptin a message in sequential procedures. ID-based cryp-
tography is supposed to provide a more convenient alternative to conventional
public key infrastructure that was introduced by Shamir [I] in 1984. A distin-
guishing property of ID-based cryptography is that a user’s public key can be
any binary string that can identify the user’s identity, while private keys can be
generated by the trusted Private Key Generator(PKG).

Ring signature, first formalized by Rivest et al [11], is an anonymous approach
which is useful in cases where the identity of sender must remain secret, yet
the message should be verifiable. The receiver only knows that the message is
produced by some member of this group, but he cannot know more information

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 126 2008.
© Springer-Verlag Berlin Heidelberg 2008
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about actual signer. Ring signcryption, which is a combination of anonymous
signature and encryption, provides a signcypter ambiguity, even if a member of
the group who produces a ciphertext, he also cannot prove that the ciphertext
was produced by himself. There exists another problem, for example, one can
expose the grafter to the police using ring signcryption manner to encrypt and
sign the evidence in order to avoid being retaliated. The supervisor bureau will
give the exposer prize in order to advocate the exposure behaviors. When the
exposer wants to give a proof that he is the exposer, the supervisor bureau cannot
distinguish who is the actual exposer from the group members, and the exposer
also cannot provide the enough information to prove it because of the anonymity
of ring signcryption. Furthermore, the exposer don’t expect the others know he
is the exposer. To solve the signcrypter secret authenticatable issue, we propose
a ID-based authenticatable anonymous signcryption scheme.

Naor [7] proposed a deniable ring authentication, in which a prover can con-
firm a verifier that the prover does or does not authenticate a message anony-
mously. This scheme needs only the third party (PKI). Gao et al. [13] proposed
a controllable ring signature with anonymous identification protocol based on
public key system. Komano et al. [I6] introduced a concept of a deniable ring sig-
nature scheme(DRS) that the signer interacted with the verifier to confirm that
the signer had generated the signature or not with a zero knowledge interactive
proof(ZKIP). In [4], an ID-based ring signature scheme with self-authentication
is constructed using Boneh’s BLS scheme, which can authenciate that a mem-
ber possesses a signature’s ownership. All above schemes are based on signature
scheme or PKI framework.

In this paper, we propose an ID-based secret authenticatable anonymous sign-
cryption scheme. In our scheme, a message can be signcrypted secretly by ID 4
that the receiver I D can authenticate the ciphertext generated from a member
of the group where he cannot identify the actual signcrypter, but the actual
signerypter I D 4 can prove that the ciphertext is generated by himself, and the
others cannot authenticate it. We also prove its security in a formal model under
recently studied computational assumptions in the random oracle model. Specifi-
cally, compared with recent literatures, our scheme provides higher efficiency and
security than the others with the same order of ciphertext size.

The rest of this paper is organized as follows: Section [2 gives a formal ID-
based verifiable anonymous signcryption and its security notions. We describe
our proposed scheme in section B and prove its security in section @l We give
the performance and security comparison with recent literatures in section Bl and
draw our conclusion in section

2 Formal Model of Our Proposed Scheme

2.1 Secret Authenticatable Ring Signcryption Scheme
Proposed scheme consists of the following five algorithms.

— Setup: Take an input 1¥, where k is a security parameter, the algorithm
generates a master key s and the system’s public parameters params.
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— Extract: Given an identity 1D received from a user, and system master key
s, this algorithm outputs the private key associated with the 1D, denoted
by D]D.

— Signcrypt: If Alice identified by I D4 wishes to send a message m to Bob
identified by IDp ,this algorithm selects a group of n users’ identities by
Ur D;(1<i<n) including the actual signerypter D4 , and outputs the cipher-
text C.

— Unsigncrypt: When Bob receives the cipertext C', this algorithm takes the C,
\JID;, and Bob’s private key Dp as input, and outputs plaintext m when
unsigneryption is successful, otherwise it outputs L.

— Authenticate: If the message signcrypter Alice identified by D4 wants to
prove that the ciphertext is produced by herself, this algorithm outputs
whether I D 4 is the actual signer of ciphertext C' or not.

The above algorithms have the following consistency requirements.

— Signerypt/Unsignerypt: These algorithms must satisfy the standard consis-
tency constraint of ID-based signcryption scheme, i.e.
C = Signcerypt(m,|JID;, Da,IDg) = Unsignerypt(C,\JID;, D) =m

— Signerypt/Authencicate: Only the actual signerypter 1D 4 can authenticate
that a ciphertext was produced by himself, i.e.
C = Signerypt(m,\JID;,Da,IDp) = Authenticate(C,D4) =T

2.2 Security Notions

The security of our proposed the ID-based verifiable anonymous signcryp-
tion scheme should satisfy semantics security, unforgeability, signcrypter
anonymity and signcrypter authenticatability.

The accepted notion of security with respect to confidentiality is indistin-
guishability of signcrypters under adaptive chosen ciphtertext attack. We define
the notion via a game(IDVSC game) played by a challenger C and an adversary
A as bellow:

— Initial: The challenger C runs the Setup(1%) algorithm and gives the resulting
params to the adversary and keeps master key s.

— Phase 1: The adversary A performs a polynomially bounded number of
queries. These queries may be made adaptively, i.e. each query may depend
on the answers to the previous queries.

e Extraction queries: A produces an identity /D and receives the extracted
private key D;p = Extract(ID).

e Signcryption queries: A chooses a group of n identities ID; (i=1,2,...,n), a
plaintext m and a designated message receiver I Dp. C randomly chooses
auser us € {ID;}, computes D, = Extract(I D) and acts as u, to gen-
erate ciphertext C' = Signcrypt(m,|JID;, Ds,IDp) and sends C' to A.

e Unsigncryption queries: A chooses a group of n identities ID; (i=1,2...,n),
identity ID, and a ciphertext C. C generates the privacy key D, =
Extract(ID,) and sends the result of Unsignerypt({ID;},C, D,) to
A.
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e Authenticate queries: A chooses a member of group | J{U/; } and a ciphertext
C. C performs the authentication algorithm and sends the result to A.

— Challenge: A chooses two plaintexts mg,m; € M, a group of identities
ID}(for i=1 to n), and a designated receiver ID* on which he wishes to
be challenged. The challenger C picks a random b from {0, 1} and computes
C* = Signerypt(my, | JID;", ID*) and sends C* to A.

— Phase 2: The adversary A can ask a polynomially bounded number of queries
adaptively again as in the first stage with the restriction that he cannot make
the key extraction query on group member I D} nor ID*, cannot make the
authentication query on ID] and cannot make the unsigncryption query
on C*.

— Response: Finally, A returns a bit ¥’ and wins the game if o’ = b.

Definition 1. (Indistinguishability) An ID-based verifiable signcryption scheme
has the indistinguishability against adaptive chosen ciphertext attacks property
(IND-IDVSC-CCA) if no polynomially bounded adversary has a non-negligible
advantage in IDVSC game. A’s advantage is defined as

Adv(A) = |Pr[t) =b] — }| =

Definition 2. (Unforgeability) An ID-based anonymous signcryption scheme is

existentially unforgeable against adaptive chosen-message attacks and adaptive

chosen-identity attacks(EUF-IDVSC-CMIA) if no polynomially bounded adver-

sary has a non-negligible advantage in the following game:

— The challenger C runs the setup algorithm with a security parameter k and
gives the public parameters to adversary A.

— A performs a polynomially bounded phase 1 queries in IDVSC game.

~ Finally, A outputs a cipertext C* that was not produced by signerypt oracle,
an identity ID* and a group of m identities | JID} that were not performed
key extract queries, and it wins the game if the result of the Unsigncrypt(C*,
U ID;*, ID*) is not the L symbol.

Definition 3. (Anonymity) An ID-based wverifiable anonymous signeryption
scheme is unconditional anonymous if for any group of n members with identi-
ties | JID;(1 <1i<mn), any adversary cannot identify the actual signcrypter with
probability better than random guess’s.

Definition 4. (Secret authenticatability) An ID-based wverifiable anonymous
signeryption scheme is secret authenticatable if and only if the actual signerypter
can authenticate that the ciphertext was indeed produced by himself, where the
other members of the group cannot authenticate the ciphertext with non-negligible
probability.

That is, the actual signcrypter I D can authenticate the ciphertext secretly
where the other member 1D, cannot authenticate successfully in the name of
signerypter I Dy or himself 1D,
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3 Proposed Scheme

In this section, we describe our proposed ID-based verifiable anonymous sign-
cryption scheme. Our proposed anonymous signcryption scheme is motivated
from the ID-based ring signature in [10].

1. Setup: Given a security k and [, a trusted key generator(PKG) selects a pair-
ing é : G1 x Gy — Gy where the order of G; and Gs is p. Let P be a generator
of G1. Randomly chooses s € Z; as the master key of PKG and computes
Ppu» = sP as the corresponding public key. Next, PKG chooses some security
hash functions: Hy : {0,1}* — G}, Hy : G2 — {0,1}!, Hy : {0,1}* — Z}.
The system public parameters params = {G1, Gz, é, P, Pyyy, Ho, H1, Ha}.

2. Extract: For a user U; identified by ID;, PKG computes user public key
Q; = Ho(ID;) and corresponding secret key D; = sQ; where s is the PKG’s
master key. Then PKG sends D; to U; via a secure and authenticated channel.

3. Signerypt: Let (J{U;} (i=1,...,n) be a set of users including the actual sign-
crypter Alice. To signerypt a message m on behalf of the group U{U;} to
receiver Bob(identified by I D g, public key Qp = Ho(IDp)), the actual sign-
crypter Alice, indexed by s(i.e. her public/private key is (Qs, D)), carries
out as follows:

— Chooses r €r Z, and computes R = rP, R = é(Pyup,QB)", t = H1(R'),
c=maot.

—Fori=1,..,s=1,s+1,...,n, chooses a; €g Z; to compute U; = a; P,
and computes h; = Ha(m, | J{U;},t,U;).

— Chooses as €r Z;, computes Us = asQs — Z#S{Ui + h;Q;}.

— Computes hs = Ho(m, | J{U;},t,Us) and o = (hs + as)Ds.

— Finally, outputs the ciphertext of message m as
C= (U{Z/{z}, C, R, hl, hz, ceey hn, Ul, UQ, veey Un7 0').

4. Unsignerypt: Upon receiving the cipertext C' = (U{U;}, ¢, R, hi, hay ..., by,
Ui, Us,...,U,,0), Bob uses his secret key Dp to unsignerypt the ciphertext
as follows:

— Computes t' = Hy(é(R, Dg)), and m’ =c®t'.

— For i=1 to n, checks whether h; = Ho(m/, | {U;}, ', U;).

— Checks whether é(Ppup, Y iy (Ui + hiQ;)) = é(P, o).
If for all i € {1,2,...,n}, h; = Ho(m/,|J{UU;},t',U;) and é(Ppup, y_y (U; +
h;Q;)) = é(P, o) hold, it is a valid message m for Bob. Otherwise it outputs
L for invalid ciphertext.

5. Authenticate: The actual signcrypter 1Dy wants to give the verifier a proof
that the ciphertext C' was indeed produced by himself. It uses an interactive
zero-knowledge proof to authenticate the ciphertext’s producer as follows:

— First, 1D, chooses x €g Z;, and computes y = é(P,0)*, and sends p to
the verifier.

— The verifier chooses y € Z;‘ and sends it to ID,.

— ID, computes v = (x + y)(hs + as) and returns v to the verifier.

— Finally, the verifier checks é(Ppup, Qs)” = p-é(P,o)Y. If the above equal-
ity holds, the verifier shows that the I D, is actual signcrypter and returns
T, otherwise it returns L.
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4 Correctness and Security Analyzes

4.1 Correctness

— Unsigncryption correctness: If the ciphertext C' is generated in the way de-
scribed as above algorithms, the following equations will hold.
t/ = ]H&(é(.R7 DB)) = Hl(é(TP, DB)) = ]H&(é(SP7 QB)T)
= H1(e(Ppub, QB)") =1
Hence, m' = ¢c®t = ¢®t = m, and for all i € {1,2,...,n},h; =
Hg(m/, U{Z/lz}, t/, Ul) hold.
Furthermore, é(P,0) = é(P, (hs + as)Ds) = é(Ppup, (hs + a5)Qs) =
e(Ppub, hsQs + (Us + 20,4, (Ui + 1iQ1))) = é(Ppub, 35—, (Ui + hiQs))
— Authentication correctness: The verifier uses the interactive value u, v,y to
check whether the equality é(Ppup, @s)” = p - (P, )Y holds.
é(Ppubv Qs)y = é(Ppuba (hs + as)Qs)ery = é(Pu (hs + as)Ds)a:er
=é(P,o)" = p-e(Po)Y

4.2 Security

Theorem 1. (Indistinguishability) In the random oracle model, if there is an
adaptive chosen ciphertext attack adversary A(t, qmo, qu1,qH2,4s,qU,qAa, €) who
can distinguish ciphertexts from the users set | J{U;} during the IDVSC game
with an advantage € when running in a time t and makes qu, queries to H;(0 <
i <2), at most qg key extract queries, qs signcryption queries, qu unsigneryp-
tion queries and qa authentication queries. Then there exists another algorithm
B(t',€') that can solve a random instance of the DBDH problem in running time
t' = O(t) with an advantage

/ 1 le—qu/25|
€ 2 eN+ae aHo

where k is system security parameter and n is the number of group users.

Proof. Let the distinguisher B receives a random instance (P, aP,bP,cP,h) of
the DBDHP. His goal is to decide whether h = é(P, P)**® or not. In order to
solve this problem, B will run A as a subroutine and act as A’s challenger in
the IDVSC game. We assume that A will ask for Hy(ID) before ID is used in
any other queries. We also assume that .4 never makes an unsigncryption query
on a ciphertext obtained from the signcryption oracle, and he can only make
unsigncryption queries for observed or guessed ciphertext.

Setup: At first, B sets Ppu = cP as system public key and sends the public
params= {G1, Go, é, P, Py, Ho, H1, H2} to A after running the Setup with the
parameter k. The value ¢ is unknown to B and is used as the role of the PKG’s
master key.

Queries: For the identities extraction and the signeryption/unsigneryption on the
message m, B simulates the hash oracles(Hy, H1, H2), extraction oracle, sign-
cryption oracle, unsigneryption oracle and authentication oralce. A can perform
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its queries adaptively in which every query may depend on the answers to the
previous ones.

Hy queries. To response these queries, B maintains the list Lo of tuples
(ID,Qrp,b,c). When A queries the oracle Hy, BB responds as follows:

— At the j" query, B answers by Ho(ID;) = bP, and let ¢; = 0.

— Fori # j,if ID; already appears on the Ly, then B responds with Hy(ID;) =
Q;. Otherwise, BB generates a random ¢; € {0, 1} that ¢; = 1 with probability
¢ and ¢; = 0 with probability 1 —.

— B picks a random b; € Z7 to compute Q; = b; P.

— B adds the tuple (ID;,Q;,b;,c;) to the list Ly and responds to A with
Ho(ID;) = Q;.

H; queries. B responds as follows:

— If (R;,t;) € Ly for some t;, returns t;.
— Else randomly chooses t; « {0, 1}!, and adds the pair (R;,¢;) to Ly; returns
t;.

H, queries. B responds as follows:

— If (mlH U{le}HtZHUZ, hz) € Lo for some hi, returns h;.
— Else randomly chooses h; « Z;, and adds the pair (m; || U{U;}|[ti||Ui, hi) to
Lo; returns hy.

Key extraction queries. When A asks a query Extract(ID;), B first finds the
corresponding tuple (ID;, Q;,b;,¢;) in Lg. If ¢; = 0, B fails and stops. Otherwise,
B computes the secret key D; = b; Ppup = cQ;, then B returns D; to A.

Signcryption queries. A can perform a signcryption queries for a plaintext m, a
user group | J{U;} and a designated receiver with identity ID.

— B randomly chooses a user ua € (J{U;} whose identity is IDa(ID4 # IDj)
where B can compute uy4’s secret key Da = baPpup where by is in the
corresponding tuple (IDa,Qa,ba,ca) in the list Lo.

— Then B runs Signcrypt(m,|J{U;}, D, ID) to signcrypt a message m on
behalf the group | J{U;} using u’s private key.

— At last, B returns the result C to A.

Unsigncryption queries. At any time, A can perform an unsigncryption query for
a ciphertext C' = ((U{U;}, ¢, R, h1, ..., hn, Un, ..., Uy, o) between the group J{U;}
and the receiver with identity ID.

— If ID = IDj, B always notifies A that the ciphertext is invalid, because
B does not know ID;’s secret key. If this ciphertext is a valid one, the
probability that A will find is no more than 2.

— I ID #1D;, B computes t' = H1(é(R, Drp)), W =m & t'.

— If for all 7 € {1,2, ...,n}, h; = Hz(m/, U{Ui},t’, Uz), and é(Ppub, Z:L:I(Uz +
hiQ;)) = é(P, o) hold, B notifies A that the ciphertext is a valid one. Oth-
erwise, B notifies A that ciphertext C' is not a valid ciphertext with symbol
1.
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Authentication queries. We omit the authentication queries because it cannot
provide any ciphertext information according corollary 1.

Challenge: After a polynomially bounded number of queries, A chooses two mes-
sage mg,m; € M, n users whose identities are {ID1,IDs,...,ID,} to form a
ring U and another user whose identity is I.D. If 1D # I D;, B fails and stops. For
Vi€ {1,2,...,n},if ¢; = 1 in the corresponding tuple (ID;, Q;, b;, ¢;) in Lo, B also
fails and stops. If such ¢ and the receiver are admissable, B chooses b € {0, 1}
and let R = aP, R’ = h, then B signcrypts the message my as described in the
signcryption request and sends the ciphertext C' to A.

A asks a polynomially bounded number of queries just like in the first stage.
In this stage, he cannot request the secret key of any user in the group & nor
IDj, and he cannot ask the plaintext corresponding to the ciphertext C'. At the
end of the simulation, he produces a bit &’ for which he believes the relation
C=Signcrypt(msy,U, ID;) holds and sends b’ to B. At this moment, if b’ = b, B
answers 1 as a result because his selection h allowed him to produce a ciphertext
C that appeared to A as a valid signerypted plaintext of my. If & # b, B
answers 0.

Success probability: Now we analyze B’s success probability.

— The probability that B does not fail during the key extraction queries is ¢9%
where ¢g is the number of key extraction queries.
— The probability that B does not fail during the challenge phase is (1 —

g)n/QHo‘

Therefore, the probability that B does not fail during the simulation is ¢7= (1 —
$)"/qm,- The value is maximized at <’ = qg/(qg + n), and the probability that
B does not abort is at least (1/qm,)(1/e)" "% during the simulation phase. The
probability that B gives a false answer during the unsigncryption process is no
more than gy /2F. Finally,

6/ = ‘Pa,b,CEZq,hEGQ[]‘ — B(aP, bP, CP, h)]
— Papcezq|l < B(aP,bP, cP, é(P, P)abey]|
> Ipi—pol  _le—aqu/25) 1 le—au/29|
= qrye"tIE qry e TIE entae qH,
Theorem 2. (Secret authenticatability) The proposed scheme can realize secret
authenticatability only by actual signcrypter.

proof. Signcrypter authenticatability: If a member with I Dg produces a ciphertext
C, obviously, he can authenticate the ownership of the ciphertext by authenti-
cation algorithm.

Secret authentication: This means that only actual signcrypter I D, can authen-
ticate the ciphertext. If an adversary I D, can pass the authentication algorithm
with interactive value 1/, 3,/ where y/ = é(P,0)* , then

&(Bpub, Qu)”" = W'e(P, o)V
We can obtain |

é(Ppub, Qa)xl\iy' = é(P,0) = é(Ppup, QS)(hS+aS)
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We let z = (w/+y/)V(/hs+as). Because a; is randomly picked by signcrypter I Dy, it
is a discrete logarithm problem for @ = 2@, to find z. Obviously, the adversary
ID.(ID, # IDy) cannot authenticate the ciphertext and only I D, can obtain

true for the authentication algorithm.

Non-public authentication: If another member ID,(ID, # IDy), who uses inter-
active value p/,y’, V', can authenticate the ownership of a ciphertext in the name
of the member IDg. Because I D, don’t know the value as; which is randomly
picked by signcrypter I D, the adversary can only guess the value v/. Let the
adversary runs twice. In the second time, the same state as the first time is
input, but the different challenge y € Z; is returned. We let

&(Pyubs Qo) = pé(P,0)Y,  &(Ppup, Q)" = pé(P,0)V
Thus, we can ob‘gain ,

&(Ppubs Qs)¥—y' = é(P, D)y = e(P,0)
It means that ID, can guess the I Dy’s private key Dg = zo where z = Z:z:
Futhermore, ID, can solve the discrete logarithm problem of z based on Dy =
z0(Ds,0 € G1). According to the hardness of DLP, ID, cannot authenticate
the cihpertext using ID,’s public key.

Corollary 1. The proposed authentication algorithm hasn’t leaked any cipher-
text information.

Proof. We assume that signcrypter will not disclose his picked random number
2. In authentication phase, actual signcrypter uses zero knowledge scheme to
give a proof that he obtained a secret value hs + as, which is useful to decrypt
the ciphertext. Obviously, our authentication is secure and hasn’t leaked any
ciphertext information.

Theorem 3. (Anonymity) The proposed scheme is full anonymous.

Proof. Given a ciphertext C = (|{Ui}, ¢, R, hi,hay ...y by, U1, Us, ..., Uy, 0), we
know all U; = a;P(i # s) and U, are uniformly distributed in G, for a; ran-
domly generated in Z;. All h; cannot obtain any private key information for
hi = Ha(m,U{U;},t,U;) that U; is uniformly distributed. Since r is randomly
generated, R = rP and R’ = é(P,u, Qp)" are uniformly distributed, and k and
c are also uniformly distributed. Thus ¢ and R can not provide any signcrypter’s
information.

It remains to consider whether o = (hs+as)D; leaks information about the ac-
tual signerypter. We can compute the value of o, by é(o, Pous) = é(hsDs, Ppup)-
é(asDs, Ppup)= €(hsQs, P)é(asQs, P) = é(hsQs, P)é(Us + Z#S(Ui + hiQ;), P).
Since a;D; is a secret in signcryption algorithm if ID; is signcrypter. It seems
that we can check whether the equality holds to deduce whether ID; is actual
signerypter or not: é(h;Q;, P) = é(Ppup, 0) - 6(U;j + 32, (Ui + @), P)~L. How-
ever, it is no use in leaking signcrypter information because the above equality
not only holds when j = s, but also V € {1,2,...,n}\{s}. i.e. the signature is
symmetric.
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It is full anonymous that even an adversary with all the private keys cor-
responding to the set of [ J{U;} and unbounded computing resources has no
advantage in identifying any one of group member over random guessing.

Theorem 4. (Unforgeability) The proposed scheme is existentially unforgeable

against adaptive chosen-message and adaptive chosen-identity attacks (EUF-
IDVSC-CMIA).

proof. The unforgeability against adaptive chosen-message and chosen-identity
attacks can be derived directly from the security of Chow’s ID-based ring sig-
nature scheme [I0] under the CDH assumption. If an adversary A, who can
forge a valid message of the proposed scheme, must be able to forge a valid
Chow’s ring signature. That is if A can forge a valid ciphertext on message m,
say C = (U{Ui},c, R, ha,hay oo, by, U1, Us, ..., Uy, 0) of a user group |J{U;} and
a designated receiver I D, then o* = ((J{U;}, h1,ha, ..., 0y, U1, Us, ..., Uy, 0) can
be viewed as the Chow’s ID-based ring signature on message m/||t of the ring
U{UZ}, where t = Hl(é(R, DB))

5 Performance and Security Analysis

In this section, we compare our scheme with recent schemes in the literatures in
Table 1 and Table 2.

In Table 1, we compare the security about ID-based ring signature/ sign-
cryption schemes. In [4], it provides the authenticatability but no the message
confidentiality, while it provides signcryption but no the signcrypter verifiability
in [I4]. Our proposed scheme supports confidentiality, unforgeability, signcrypter
anonymity and signcrypter authenticatability.

Table 1. Comparison of security with related schemes

scheme security enc/sig
semantic security anonymous verifiable Encrypt signature
2] v v v - v
[14) v v - v v
our scheme v v v v v

Table 2. Comparison of computing and communicating costs

scheme sig/enc unsig/dec auth/ver ciphertext size
Gl G2 é G1 G2 e G1 G2 é
2] 4n-3 1 1 2n n n 4 2 3  n|Gi|+|G2|+n|Qip|+|m|
[14] 3n+21 n+22n n 3 - — = 2|Gi| + n|G2| + n|Qip| +
n|Zg| + Im|
(n + 2)|G1] + n|Qip| +
n|Zg| + Im|

w
w
—_
w

our scheme 3n+2 0 1 2n 0
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We consider the costly operations which include the operation in G, G and
pairing. Table 2 shows a summary of efficiency of the related schemes, where
n is the number of ring members, and |G4], |G2|, |Qrp| and |Z,| represent the
element size of G, G2, Qrp and Z,, respectively. We can see that our scheme
has higher computing efficiency than the others. Moreover, our scheme shares
the same order of ciphertext size as the other schemes.

6 Conclusion

We have successfully integrated the design ideas of the ID-based verifiable anony-
mous signcryption scheme. In this scheme, a signcrypted message is uncondi-
tional anonymous and can be decrypted by a legal receiver but he cannot identify
who is the actual signcrypter. Furthermore, the actual signcrypter can give the
verifier a proof that the ciphertext is indeed produced by himself. In our scheme,
the adversary, who obtains all the group members’ private keys, neither does he
obtain the plaintext by unsigncrypt algorithm nor the signcerypter identity. It is
an interesting open problem to construct a new scheme with a constant size to
the number of users.
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Abstract. Publicly verifiable secret sharing is a kind of special verifiable secret
sharing, in which the shares of a secret can be verified by everyone, not only
shareholders. Because of the property of public verifiability, it plays an
important role in key-escrow, electronic voting, and so on. In this paper, we
discuss a problem of how to publicly verifiably expand a member without
changing old shares in a secret sharing scheme and present such a scheme. In
the presented scheme, a new member can join a secret sharing scheme based on
discrete logarithms to share the secret with the help of old shareholders.
Furthermore, everyone besides the new member can verify the validity of the
new member’s share and any old shareholder doesn’t need to change her old
share. That means it is very convenient for key management.

Keywords: forward security, Computation Diffie-Hellman problem, bilinear
maps, digital signature.

1 Introduction

Secret sharing and its variations play an important role in distributed cryptographic
system. In (7, n) secret sharing [1,2], a secret is divided into n parts called shares by a
dealer and these shares are distributed into n shareholders, respectively. Any
authorized subset with ¢ honest shareholders can cooperate to recover the secret, while
unauthorized subset can’t. Thus the secret sharing can be used to protect an important
secret. However, secret sharing can’t tolerate dishonest dealer and dishonest
shareholders, which influences its applications greatly. An appropriate method to
overcome this limitation is verifiable secret sharing (VSS) [3.4]. It can verify the
validity of the shares by providing some public commitments. If a dealer sends
incorrect shares during distribution phase or shareholders provide incorrect shares
during secret reconstruction phase, it can be detected by the public commitments. An
important extension of secret sharing system is threshold schemes [5~8]. Publicly
verifiable secret sharing (PVSS) [9~12] is one kind of special VSS which achieves the
goal that not only the shareholders are able to verify whether their shares are valid or
not, but also anyone can verify the validity of shares that the shareholders have

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 138 2008.
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received. PVSS can be applied to escrow-key, electronic voting, threshold revocable
electronic cash and so on.

However, in a (publicly verifiable) secret sharing the shareholders group is not
always fixed. Sometimes some new member needs to expand to the system to share
the secret with the original shareholders. How to publicly verifiably produce a new
share for the new member to join the system in a secret sharing scheme is an
important problem. If the trusted dealer is online in this time, it will be a trivial
problem because the dealer can make use of distribution algorithm to publicly
verifiably distribute a new share to the new member. Unfortunately, it is infeasible for
the dealer to be always online because not only the resource is wasted but also the
dealer is easy to become a weak point of the system to be attacked by adversaries. So
we hope the share for the new member can be computed without the help of a dealer,
but with the help of old shareholders. What’s more, if the shares of old shareholders
change, it will be inconvenient for key management. How to publicly verifiably
expand a member without changing old shares in a secret sharing scheme is an
interesting question. The motivation of this paper is to put forward a scheme to
resolve the problem. We hope the proposed scheme can be widely applied to the
secret sharing schemes based on discrete logarithms because the kind of secret
sharing schemes dominates the structures of secret sharing schemes.

Previous works: Dynamic secret sharing has attracted a lot of attentions of the
researchers. Desmedt and Jajodia [13] proposed a secret redistribution protocol,
which can distribute the secret between disjoint groups of shareholders without a
dealer. In this protocol, the threshold value can be changed and the group of new
shareholders and the group of old shareholders can be fully different. Wong et al. [14]
gave an improved version able to verify the validity of subshares and old shares using
the idea of Feldman’s VSS scheme [3]. An extended verifiable secret redistribution
protocol for archival systems was presented in [15], which relaxed one assumption in
[14]. An efficient new protocol [16] has been proposed. However, when a new
member joins the secret sharing scheme, all old shareholders have to change their
shares in these protocols. Refs. [17,18] proposed some new protocols to verifiably
distribute a share for a new member. In these protocols, old shareholders don’t change
their shares after distribution. It is obviously more convenient for key management.
The above protocols have no the property of public verifiability. A publicly verifiable
secret sharing with enrollment ability was proposed in [19]. This scheme is based on
[9] and can’t be applied to the common secret sharing schemes based on discrete
logarithms. Ref. [20] gave a publicly verifiable secret redistribution for threshold
secret sharing scheme. However, when a new member joins the secret sharing
scheme, all old shareholders still have to change their shares.

Our contribution: We discuss a problem of how to publicly verifiably expand a
member without changing old shares in a secret sharing scheme and present such a
scheme. In this scheme, we use the member-expansion technique in [18] and the
verifiable encryption algorithm based on discrete logarithms in [9]. Different from
schemes [13~18], the new scheme can publicly verifiable expand a new member in a
secret sharing scheme. Different from scheme [19], the new scheme can be applied to
all the secret sharing schemes based on discrete logarithms. At the same time, the
scheme overcomes the deficiency of Ref. [20] that the shares of old shareholders are
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variable after a new member joins a secret sharing scheme. The scheme needn’t
secure channels between any two participants because there is no any secret
information exposed in communication channels.

Organization: In Section 2, we introduce the preliminaries of our work. A concrete
description of our proposal is given in Section 3. In addition, we give the security
analysis in Section 4. Finally, Section 5 concludes the paper.

2 Preliminaries

2.1 Notations and Assumptions

p and ¢ are primes s.t. gl p—1. Let G denote a group with prime order p and g be a
generator of group G. Let he Z; be an element of order g. The shareholders group P
is composed by B, P,,..., P, and the secret s is shared (¢,n) secret sharing scheme

among them. The new member to join the system is P,,; .

Assume that there is a dealer during initiation. Each participant is connected to a
common broadcast channel. Furthermore, the system is synchronized, i.e., all
members can send their information simultaneously in the same round.

2.2 Building Block

(1) Secret sharing scheme [1]

This secret sharing scheme is based on polynomial interpolation. It allows a dealer D
to distribute a secret value k to n members, such that any # members can reconstruct
the secret. The protocol is computational secure, i.e., any fewer than ¢ members
cannot gain any useful information about the secret if discrete logarithm is
computationally difficult.

The shared secret kis in Z . Choose at random a polynomial
-1
f(x) =k+Zajx/(mod p)€ Z,[x], where a; €, Z,
j=1
t—1
Compute the secret shares s, = f(i) =k + Zaji/ (mod p) for each member P e P.
J=1
The secret reconstruction: According to some subset B (IBl=t), compute

k=" Cys,(mod p),

FeB

J

where C,, = -
P,eB\(P) (j—i

(mod p) .

According to some subset B (IBl=t), any shares for P, ¢ B can be computed by the
following Eq.
s, =2 Cy(j)s,(mod p),

PeB
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N Jj—l1

where CBi(-]) = HHEB\(’HZ .
(2) Verifiable secret sharing scheme
The verifiable secret sharing scheme is one variation of Feldman’s verifiable secret
sharing scheme. All secret and shares are from Z,. And all commitments are from the
integer domain. The purpose of these modifications is to use Stadler’s verifiable
encryption based on discrete logarithms [9].

Like (¢, n) secret sharing scheme, the dealer uses the polynomial

-1
f(x)=a,+ Za].xj (mod p)e Z [x],
J=l
where a, =k
to generate secret shares s, = f(i) for each member P, € P. At the same time, the

dealer broadcasts commits &; = g, (0< j<t). Member P, use Eq.

1—1

ngij

Jj=0

5,

g"

to verify whether s, is right or not.

3 Publicly Verifiable Member Expansion Scheme

The protocol is composed of two phases. The first phase is secret distribution phase.
In this phase, a dealer publicly verifiably distributes the shares of a secret into a group
of shareholders. This procedure is similar to Stadler’s PVSS [10]. The second phase is
member expansion phase. In this phase, a group of old shareholders that are randomly
selected by the new member to join a secret sharing system help the new member
publicly verifiably generate a share. The both phases are described as follows:

(D The Secret Distribution Phase

Each participant P(i=1,2,..,n) randomly selects X; €z Z, , and then publishes

p o

y, =h%.Let H:{0,1} = {0,1}' be a secure hash function.

(1) The dealer randomly selects a polynomial

f=s+>"ax e Z,[x] (1)

and computes s; = f(i), i =1,2,...,n. The dealer broadcasts g*, g% (i =1,2,...t—-1).

(2) The dealer encrypts each s; by a variation of ElGamal encryption algorithm:

She selects /[, €, Z,, computes
Vi = h[’ (mod p) )

8, =s,"y! (mod p) 3)
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and publishes (7,,6,) as the ciphertext of the share s,. And then selects w, € Z_,

k=1,2,....,I , computes and broadcasts

T, =h" (mod p) 4)
T,..=¢8" (5)
where i =1,2,...,n
She computes
¢ =H(gWhly W T, NT, NN, NT,  NT, I NT, ;) (6)
(3) Let ¢, denote the k-th bit of ¢;. The dealer computes 7, =w, —c,,l;, where
k=1,2,...,I and publishes Proof, = (c¢;,7,....7%;) -
(4) Each participant B(i=1,2,...,n) decrypts
5, = 6, (mod p) (7
and verifies the following equation
-1 i
g =gl g ®)

holds or not. If it holds, P, believes his share is correct and sets E; = g% . Otherwise,
publishes s, and broadcasts a complaint against the dealer.
(5) Each participant P (j=1,2,...,n) checks the validity of share s, (i # j). She

computes

-1 }
E=g [l "y )
Ty = R 7/[,“'* o
Toix= (8]_0"" El.""-ka' ) ok )

And then verifies whether equation (6) holds. If it holds, then believes s, is correct.
Otherwise, generates a complaint against the dealer.

@ Member Expansion Phase

When a new member P,,; will join the secret sharing system. She randomly selects

€, Z, and publishes y,, =A™ . And then she randomly chooses a group of 7 old

n+] n+l

shareholders to help her publicly verifiably generate a new share s,,,. If some old
shareholders chosen are dishonest, the new member will choose another group to
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restart the member expansion protocol till she gets the correct share. W.l.o.g. Assume
that the chosen participants are P, P,,...,F.Let B={F,P,...,P}.

D 9

(1) Each B(i=1,2,...,t) randomly selects o0;(j=1,2,...,t) such that

>0y = Cy(n+Ds;(modq) (12)
n+l1-1
Where Cy(n+D)=]],_,.,, Rt

She selects ll.,_]. €, Zq , computes
7., =h" (mod p) (13)

S, =0,y (mod p) (14)

i

and publishes (¥, ;,d, ;) as the ciphertext of the share o, ;. P, computes and publishes
E, =g
(2) Each P(i=1,2,...,t) selects w, € Zq ,k=12,...,1, computes and broadcasts

Th,i,j,k =h" (mod p) (15)
k=8 (16)
where j=1,2,...,n.
She computes
¢, =H(@Whlly W6 NT,, NT,, WM, WT,  NT, S T, ) (17)

(3) Let ¢, ;, denote the k-th bit of ¢;;. P; computes r,, =w,, —c¢ ;[ ., where

k=1,2,...,1 and publishes Proof, =(c; ;.5 j1,.sij1)
(4) Each P;(j =1,2,...,t) decrypts

6, =7, 8, (mod p) (18)

and verifies the following equations

8% =E;; (19)

t
1=1

E; = (E) (20)

hold or not. If they don’t hold, abort.
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(5) Member F (I # j) checks the validity of value o, (j #1). She computes

T, 0 =h"yf 1)

hii,j.k i
I, S L
ik = (& ot Ei,j(LM EDK (22)

And then verifies whether equation (17) holds. If it holds, then believes o, ; is
correct. Otherwise, abort.

(6) Each P;(j=1,2,...,t) computes

s/ =Y 0,;(mod p) (23)

She selects [, ,,, €, Z,, computes
Vet = H'"" (mod p) 24
8, =87y} (mod p) (25)

and publishes (y,,,,,9,,,,) as the ciphertext of the share s;. P, computes and

n+l? J

publishes E} = g* .

She selects w, € Zq ,k=1,2,...,] , computes and broadcasts

T, jwer =h" (mod p) (26)
Ty s = gymuk 27
She computes
Cj,n+1 = H(g ” h ” }/j,n+1 ” 5j,n+l ” Th,j,n+1,l ” Th,j,n+l,2 ” ” Th,j,n+1,l ” Th,j,n+1,l) (28)
(7) Let ¢, ., denote the k-th bit of ¢;,.1. P; computes r, .\ . =w;, —¢; .. .,

where k=1,2,...,[ and publishes Proofp = (¢; 1,7 ne115ee0r Finrs) -

(8) New participant P,,; decrypts

’ X

S/ = 7/j.nﬂ.j : 5j,n+171 (Il’lOd p) (29)

and verifies the following equation

gs/’ = Ei,j (30)

i=1
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holds or not. If it holds, then the new participant computes his share
S = 2,8 (mod p) (31

Otherwise, abort.
(9) Member P (I #n+1) checks the validity of value s; (I # j) . She computes

Th,j,n+1,k = /’lrj"’“'k %“jml,k (32)

7Lk

T

~Cin+l 4 “j,n+|,k§/_n+l Yot
pimne = (8 (ES) ) (33)

And then verifies whether equation (28) holds. If it holds, then believes s; is
correct. Otherwise, abort.

4 Security Analysis

In security analysis, we consider the static adversary who selects the members to
corrupt at the beginning of the protocol.

Theorem 1. If the shareholders to help new member P,,, generate the share are
honest, then member P,,; can get the right new share by executing the presented
protocol.

Proof. It is because:

t ’
Spa1 = ZI:I N
_ t t
- Zl:lZi:l Oi
_ t 13
- Zi:l 121 it

=>" Cu(n+Ds,

Theorem 2. The dishonest participating shareholders can be discovered in the
presented scheme. And when n>2¢—1, even if an adversary can corrupt 71 old
shareholders at the beginning of the protocol, the new member still can get the right
share.

Proof. In secret distribution phase, the dishonest participating shareholders can
publish error complaint against the dealer in step (4) or (5). However, other
shareholders can discover it by equation (8) or equations (9)(10)(11).

In member expansion phase, a dishonest participating shareholder can deceive
other members as follows:

Case 1: She can give other shareholders error o, ; or its ciphertext. However, other
shareholders can discover it by equations (19)(20)(21)(22).
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Case 2: She can give other shareholders error s_/.' or its ciphertext. However, other
shareholders can discover it by equations (30)(31)(32)(33).

Therefore, the dishonest participating shareholders can be discovered in the
presented scheme.

When n >2t—1, even if an adversary can corrupt -1 old shareholders, there are
still no fewer than 7 honest shareholders. If the selected set of participants B includes
dishonest participants, the protocol will abort in steps (4)(5)(8) or (9). And then we
will select another set B’ of ¢ participants to execute the protocol. Because the
number of honest shareholders is no fewer than ¢, there must be a set B” which is
composed of honest participants. So these participants can help the new member get
right share. In the worst case, the member expansion protocol needs to be executed
Cc-C!

i) LIIMES.

Theorem 3. The presented protocol satisfies that:

(1) If an adversary corrupts 7-1 members, she can’t get any information about the
secret and other old members’ shares in the scheme.

(2) The new member P, can’t get any information about the shares of old
shareholders in the scheme.

(3) Any #-1 old shareholders can’t get the share of new member F,,; .

Proof (Sketch)

(1) W.l.o.g, assume the adversary corrupts members F,PB,,...,F_;. She knows the
shares including s,,s,,...,s,_; . If the adversary wants to compute the secret and
other old member’s shares, she must compute s, . However, she only knows
values cr,,_/(j=1,2,...,t—1) . Because o,, is a random value and what the
adversary knows only is its ciphertext (y,,,0,,), the adversary can’t get s, from

equation (12). It means the adversary can’t get any message about the secret and
other old members’ shares.

(2) What the new member P,,; gets from the old shareholders are values sj’ and

Proofp = (¢j 1> Tjnsitseor Tineny) » (J=1,2,...,t) . Because sj, is random and
independent to share s; of shareholder Pj, and Proof;,, has no relation to s;,

new member P,,; can’t get any information about the shares of old shareholders
in the scheme.

(3) Any t-1 old shareholders only know no more than #-1 values s /, because other

sj’ is encrypted. So they can’t compute s,,, from equation (31).
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5 Conclusions

We give a scheme that can publicly verifiably expand a member in a secret sharing
scheme based on discrete logarithms without changing old shares in the paper.
Because the shares for old shareholders don’t need to change after a new member
joins the secret sharing system, it is convenient for secret key management. In the
near further, we will research on the efficient schemes against mobile adversary to
deal with the above problem discussed.
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Abstract. Since discovery of organization structure of offender groups leads the
investigation to terrorist cells or organized crime groups, detecting covert
networks from crime data are important to crime investigation. Two models,
GDM and OGDM, which are based on another representation model - OGRM
are developed and tested on eighty seven known offender groups where nine of
them were terrorist cells. GDM, which is basically depending on police arrest
data and “caught together” information, performed well on terrorist groups,
whereas OGDM, which uses a feature matching on year-wise offender
components from arrest and demographics data, performed better on non-
terrorist groups. OGDM uses a terror crime modus operandi ontology which
enabled matching of similar crimes.

Keywords: Social network analysis, crime analysis, visualization, criminal data
mining, terrorism related analytical methodologies and software tools.

1 Introduction

Group detection refers to the discovery of underlying organizational structure that
relates selected individuals with each other, in broader context; it refers to the
discovery of underlying structure relating instances of any type of entity among
themselves [21]. Link analysis and group detection is a newly emerging research area
which is at the intersection of link analysis, hypertext — web mining, graph mining [6,
7] and social network analysis [24, 28, 31]. Graph mining and social network analysis
(SNA) in particular attracted attention from a wide audience in police investigation
and intelligence [11, 12]. As a result of this attention, the police and intelligence
agencies realized the knowledge about offender networks and detecting covert
networks are important to crime investigation [29].

Since discovery of an underlying organizational structure from crime data leads the
investigation to terrorist cells or organized crime groups, detecting covert networks

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 149 2008.
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are important to crime investigation. Detecting an offender group, a terrorist network
or even a part of group (subgroup) is also important and valuable. A subgroup can be
extended with other members with the help of domain experts. An experienced
investigator usually knows the friends of well-known terrorists, so he can decide
which subgroups should be united to constitute the whole network. Specific software
like Analyst Notebook [1] and Sentient [30] provide some visual spatio-temporal
representations of offender groups in graphs, but they lack automated group detection
functionality. In this paper, we make the following contributions for terrorist group
detection;

e  We identify and discuss converting arrest and demographics data to link
table and graph format where there was no standardized way of doing this.
We suggest Offender Group Representation Model (OGRM) for terrorist
networks where some SNA metrics can easily be used (section 3).

e We demonstrate a terrorism modus operandi ontology system for matching
similar modus operandi information (section 5). Surprisingly there has been
no example of such ontology before.

e We show how two models GDM and OGDM performed for detecting
terrorist and other groups (section 6).

e  We discuss either police arrest data or offender demographics data is more
important to detect terrorist groups (section 6-7).

2 Terrorist Group Detection from Raw Crime Data

Although there is a distinction between detecting terrorist groups and offender groups,
when we focus on offender group detection in general, the most remarkable works are
CrimeNet Explorer, which is developed by Xu et al. [17, 18] and Terrorist Modus
Operandi Detection System (TMODS), which is developed by 21st Century
Technologies [23].

2.1 CrimeNet Explorer

Xu et al. [17, 18] defined a framework for automated network analysis and
visualization. Using COPLINK connect and COPLINK detect [2, 3, 4, 5] structure to
obtain link data from text, CrimeNet Explorer used a Reciprocal Nearest Neighbor
(RNN) based clustering algorithm to find out links between offenders, as well as
discovery of previously unknown groups. CrimeNet Explorer framework includes
four stages: network creation, network partition, structural analysis, and network
visualization (Figure 1).

Criminal
-justice
Data_—

Network
Visualization

Structural
Analysis

Network
Partition

Networked
Data

Network

Creation Cluster
Concept Space Hierarchical Centrality MDS
Clustering Blockmodeling

Fig. 1. CrimeNet Explorer framework
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CrimeNet Explorer uses concept space approach for network creation, RNN-based
hierarchical clustering algorithm for group detection; social network analysis based
structural analysis and Multi Dimensional Scaling for network visualization.
CrimeNet Explorer is the first model to solve offender group discovery problem and
its success comes from the powerful functionality of overall COPLINK structure [2,
3, 4, 5]. On the other hand, since CrimeNet Explorer was evaluated by university
students for its visualization, structural analysis capabilities, and its group detection
functionality, the operationally actionable outputs of CrimeNet Explorer on terrorist
groups has not been proved.

2.2 TMODS

TMODS, which is developed by 21st Century Technologies [21], automates the tasks
of searching for and analyzing instances of particular threatening activity patterns
(Figure 3). With TMODS, the analyst can define an attributed relational graph to
represent the pattern of threatening activity he or she is looking for. TMODS then
automates the search for that threat pattern through an input graph representing the
large volume of observed data.

-
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-3 . v g
I - -

Analyst Target Graph Past Results

= 1. Define target graph
L. TMODS

2. Define input graph

Ground Truth ; 3. Select, configure and
Data Inputfyaph execute algorithms

" TMODS
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4. View matches.

/. . Matches are
V;,‘.: ~ X ST !'nghllghte'(’!I against
s N : " . input grapl
lgnom- Match lgnur;
5. Take action. Alert
decision maker
Warning!

Fig. 2. TMODS framework. A possible search pattern is matched to observed activity by using
a pattern in ontology.
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TMODS pinpoints the subset of data that match the threat pattern defined by the
analyst thereby transforming a manual search into an efficient automated graph
matching tool. User defined threatening activity or pattern graph can be produced
with possible terrorist network ontology and this can be matched against observed
activity graph. At the end, human analyst views matches that are highlighted against
the input graph. TMODS is mature and powerful distributed java software that has
been under development since October 2001 [21]. But it needs a pattern graph and an
analyst to run the system. Like a supervised learning algorithm, TMODS tries to tailor
the results according to pre-defined threatening activity. Another possible drawback is
graphs used in TMODS are multi-mode and can be disadvantageous for further
analysis. Multi-mode graph means that nodes in multi-mode graphs are more than two
types of entities. A person, a building, an event, a vehicle are all represented as nodes;
when for instance we want to detect key players in multi-mode graph, a building can
be detected as key player, not a person. This can be a cause of confusion. To
overcome this confusion the definition of a one-mode (friendship) social network
should be used rather than representing all entities as nodes.

3 Offender Group Representation Model (OGRM)

It is better to represent actors (offenders) as nodes and rest of the relations as edges in
one-mode (friendship) social networks (Figure 3). This can produce many link types
such as “co-defendant link”, “spatial link”, “same weapon link”, and “same modus
operandi link”. Thereby many graph theoretical and SNA solutions can be used on
one-mode (friendship) networks effectively such as friendship identification, finding
key actors.

Offender Group Representation
Model (OGRM)

POLICE ARREST DATA

+
DEMOGRAPHIC RECORDS
OF SUSPECTS

Relational
Data

Text-based
Data

Fig. 3. To avoid confusion on representation, a one-mode network representation (vertices as
oftenders, links as relations) is recommended for best representation of offender groups.
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4 Group Detection Model (GDM)

It is a fact that people who own the same name and surname can mislead the
investigator and any data mining model. Minimum requirement to apply GDM is to
have a police arrest table or text where it has to include unique crime reference
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number and unique person number. This ensures that the information doesn’t include
duplicate arrest records and a person only has one unique number or reference. The
source of link information is gathered from police arrest records using an inner join
query. (Figure 4) Inner join query result, which we call co-defendant link table;
consisting of From Offender, To Offender, and W (how many times this offender pair
caught together by the police) is produced with inner join SQL query. Then this link
table is converted to graph where nodes represent offenders, edges represent crimes
using OGRM representation model.

Number of times caught together is counted to be used for edge weight (W). At this
point a subgraph detection operation is needed; we used strongly connected
components (SCC) algorithm because it is scalable and gives concrete results. A
directed graph [8] is called strongly connected if for every pair of vertices has a path
towards each other. The strongly connected components of a directed graph are its
maximal strongly connected subgraphs like in figure 5. In GDM, every component
represents a unique offender group because one offender can only belong to one
group thereby concrete a result of group membership is obtained.

5 Offender Group Detection Model (OGDM)

Due to lack of enclosure of crime specific attributes in GDM, we needed to develop
our model for better results on offender group detection. OGDM is developed to add
more functionality by including time, location, modus operandi and demography
similarity dimensions for offender group detection. Following steps are taken in
OGDM as exhibited in figure 6. As well as the arrest table, which is also used in
GDM, we also need some demographic knowledge fields about offenders; literally
offender surnames and offender place of origin. The first operation to be done on
arrest table is dividing all arrest records in year-wise segments. Then, year-wise arrest
table is converted to co-defendant link table with an inner query operation which is
consisting of fields From Offender, To Offender, and W. Then using this table a
graph is obtained and its connected components are found using SCC algorithm [8].
The result of which arrested persons belong to which component also gives which
persons in which year are within the same component and additional information for
surname and birthplace similarity for component-to-component. For the next step,
components matching operations are done; for modus operandi similar, spatially
similar, time sequence similar matching in arrest table and for surname similar,
birthplace similar matching in demographics table.

Ontologies are beneficial for importing the domain knowledge from the sources to
reuse [14] so we decided to create a terrorists modus operandi system in OGDM. As
shown in figure 7, using terrorist modus operandi ontology, we matched arrest records
of terrorists in year-wise components. Top node of tree named “Terror Crimes”, one
below second level there are 12 terror crimes such as “being member of terrorist
organisation”, “delivery of terrorist progandating material”. On third level from the
top, there are five main types of modus operandi such as “conspiracy”, “destruction”,
“gadget”. Conspiracy type was the biggest matching modus operandi parameter on
third level. The lowest level gives in 13 detailed types of modus operandi such as “on
behalf of Ansar al islam”, “delivering terrorist leaflets”
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Fig. 7. Modus Operandi Ontology for Terror Crimes

As a result, we have a rank-ordered list of component pairs with a Jaccard
coefficient similarity score. The Jaccard coefficient is the size of the intersection
divided by the size of the union of the sets (components). So for given two
components A and B, Jaccard coefficient similarity score is as;

J(A,B)=|ANB|/|AU B|. )

As the last step, we need to help domain experts for finding out which feature in
our data is the most promising; so that domain experts can decide the best threshold
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can be used to reduction of unnecessary data. One possible technique for feature
selection is based on comparison of means and variances. To summarize the key
characteristics of the distribution of values for a given feature, it is necessary to
compute the mean value and the corresponding variance. Equation 2 and 3 formalizes
a scoring test (TEST), where B (for birthplace similarity score), G (for geographic
similarity score), M (for modus operandi similarity score), T (for Time-series
similarity score) and S (for Surname similarity score) are sets of feature values
measured for different matching types (birth, geo, modus, time, and surname) and
components compnuml ... to compN, are the corresponding number of samples:

var( B ) / compnumB +
var( G ) / compnumG +

SE (B,G,M ,T,S) = var( M ) / compnumM + )
var( T ) / compnumT +

var( S ) / compnumS

IMax_mean(B,G,M,T,S)-Min_mean(B,G,M,T,S)|
TEST =

€))
SE (B,G,M.T.S)

where TEST score must be bigger then domain expert’s threshold value. For k
features, k pair-wise comparisons can be made, comparing each feature to another. A
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Fig. 8. Overall system with the contribution of domain expert
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feature is retained if it is significant for any of the pair-wise comparisons. After
deciding which features are more or less important for offender group detection,
OGDM decides which components are highly likely to provide an offender group. In
practise, two or more components can constitute an offender group if a domain expert
thinks the size of the group should be bigger, if there is no need to extend the group
size only one component is kept as the target offender group (Figure 8).

6 Terrorist Groups Detected

We conducted experiments on Bursa data set. Crime records in Bursa, Turkey crime
and offender demographics data set are available from 1991 to August 2007 as
318352 crimes committed by 199428 offenders. Crime types are varying from
organized crimes, narcotic gangs, theft or illegal enterprises to terrorist groups. All
experimental setup and operations are done using R [10, 27] and related R libraries
[9,10,19]. There were 9 terrorist groups and 78 other type offender groups available
such as theft groups, drug dealing groups, mafia type groups. Domain experts decided
to set threshold value for similarity as ten per cent (0,1). 87 groups, where 9 of them
were terrorist groups, are selected as “golden standard” to measure the success rate of
GDM and OGDM. Nine terrorist groups detected are presented in below Table 1.

Table 1.
Number of | Number of Number of
Group Group Group Type detected detected persons in
Number Name persons by persons by reality
# 0OGDM GDM
2 TDKP Legal Cell Terror 8 13 14
3 TDKP illegal Cell Terror 8 13 14
4 TKP/ML Cell Terror 5 5 6
5 PKK Cell Terror 15 16 18
6 Racist Terrorist Group Terror 13 15 18
7 Communist DHKP/C Cell Terror 6 19 21
8 Communist TIKB Cell Terror 17 16 17
9 MKRP Terrorist Cell Terror 4 4 4
10 PKK Cell Terror 15 13 15

In general terms, average success rate for terrorist groups using OGDM is 0, 7699813
whereas using GDM it is 0,853706816. Average success rate for terrorist groups are
given detailed in Table 2.

Average success rate for other (non-terrorist) 78 groups such as theft groups, drug
dealing groups, mafia type groups are using OGDM is 0,768451 whereas using GDM
it is 0,542807. The comparison of success rates for OGDM and GDM over terrorists
and non-terrorists groups are exhibited in figure 9. Domain experts’ comments about
that are apparently GDM does better then OGDM on terrorists groups simply because
there is no need to get crime or demographic similarity matching for terrorist groups.
They added that terrorist cells are isolated from the outer world, members of cells can
be coming from different demographic origins or they might not have a criminal
career. All information we know about them is their co-existence and we realize this
fact when we see acting together. So co-defendant links or ‘“caught-together”
information is the most needed aspect we need to detect their groups. Whereas in
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Table 2.
group no Success_rate_ OGDM Success_rate GDM

2 0,571428571 0,928571429
3 0,571428571 0,928571429
4 0,833333333 0,833333333
5 0,833333333 0,888888889
6 0,722222222 0,833333333
7 0,285714286 0,904761905
8 1 0,941176471
9 1 1

10 1 0,866666667

non-terrorist groups criminal career is a fact for the group members, and they
randomly act together. They don’t have a strict group discipline and many times they
are peer-groups, friends or just decided to act for a couple of crimes. So they have
loose tight in their relationships, whenever they want, they simply change groups,
even in many cases they don’t percept their counterparts as their group members.
Since “caught together” information is less valuable for non-terrorist groups, as a
result OGDM performed better on non-terrorist groups to compare againist terrorist

group.

0,9

0,8

0,7

0,6

0,5 o OGDM
0,4 = GDM

0,3

0,2

0,1

Terrorist_Groups Other

Fig. 9. Comparison of performances by OGDM and GDM over terrorist groups and non-
terrorist groups

7 Conclusion

The aim for any crime data mining model must be producing operationally actionable
output [20, 22]. Both models are proved by Bursa Police Department’s positive
feedback [25, 26, 32]. GDM performed well over OGDM for terrorist groups whereas
OGDM performed better for other type of groups. This shows that arrest data,
especially co-defendant information gathered from arrest data, is very valuable for
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terrorist networks. Demographic data is less valuable then arrest data for detecting
terrorist groups. It is very important for law enforcement agencies to keep their arrest
data with unique crime reference numbers and person id numbers, thereby the police
and other agencies can benefit from this for using this information deciding the links
between terrorists.
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Abstract. Enhanced decision-making quality of crime investigation can ensure
effective implementation of a nation’s law-enforcement tasks across the board
and contribute positively to its overall security and development. This study
proposes the idea of applying case-based reasoning (CBR) and experts systems
(ES) in conjunction with computer-assisted instruction (CAI) to crime
investigation. It delves into illegal smuggling of immigrants in coastal patrol for
case studies. Ocean territory law enforcement is the cornerstone of national
security. Effective ocean territory law enforcement helps enhance overall
national security and development. This study takes issues regarding illegal
smuggling of immigrants found in coastal patrol as subject of case studies. It
classifies and analyzes patterns of illegal smuggling for the purpose of
establishing a crime investigation system (CIS) against illegal smuggling.

Keywords: case-based reasoning (CBR), experts systems (ES), computer-
assisted instruction (CAI), crime investigation, coastal patrol.

1 Introduction

Case-based reasoning (CBR) is an inference method frequently used in the area of
artificial intelligence (Al) and data mining. Currently CBR is extensively applied to the
field of business, medicine, science, sociologies, and so forth [1, 2, 3, 4]. Researchers have
proposed the basic concept of CBR arguing that new cases can be solved through the most
similar case by editing it to line it up with current cases [5, 6]. So far we haven’t been able
to effectively apply Al tools to the field of crime investigation. This study employs CBR
method in conjunction with the experts systems (ES) to structure a crime investigation
system (CIS). Through effective incorporation of computer-assisted instruction (CAI), an
integrated education and training system is offered for training of investigators and for
effectual solution of crime investigation problems. Enhancement of quality of crime
investigation decisions can ensure effective implementation of a nation’s law-enforcement
tasks across the board and contribute positively to its overall security and development.

2 Characteristics of Criminal Activities

According to the explanation of the dictionary of criminology, the modus operandi
(MO) of a crime refers to the offender’s behavioral pattern, preparation method and

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 161-4170,[2008.
© Springer-Verlag Berlin Heidelberg 2008
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criminal approach. Collection, storage and classification of criminal approaches help
identify criminal characteristics and behavioral patterns. Therefore, based on CBR this
study categorizes and stores criminal characteristics and behavioral patterns. The same
criminal approach is often present among cases that appear to be unrelated. According
to the studies of criminology, three characteristics of MO are identified [7, 8]:

1. Existence: Criminal offenders will try to cover the traces of criminal activities in the
crime scene. Yet criminal offenders only try to avoid tangible evidences such as
fingerprints and footprints. They will always leave traces of intangible criminal
approaches.

2. Repetitiveness: Also termed habitualness. Most habitual offenders tend to repeat
the same criminal approach. From the perspective of psychology, criminal
offenders will continue to repeat the same criminal approach as long as they can
attain the goal of their offenses. This is what we call the repetitiveness of MO.

3. Consistency: Criminologists believe the personalities, characters and special habits
of habitual or career offenders are all different. As they continue to repeat certain
criminal activity, a consistent MO will begin to take shape.

From the discourses above we learn that the criminal activities of habitual or career
offenders can be characterized by the following descriptions: (1) Not easy to change;
(2) Repeated practices; (3) Presence of personal characteristics; (4) Inclined to fixed
MO. Therefore, criminal offenders will always reveal their criminal approaches in
intangible ways. Their criminal approaches differ because of differences in personal or
group behaviors. Once we identify the criminal approach or MO of an individual or
group, we can effectively narrow the scope of investigation.

CBR is derived from machine learning in Al It is classified as a technique of
learning from analogy. Through establishment of a criminal case base for a specific
area, the criminal approaches and behavioral patterns of the criminal field can be
collected, stored and classified. CBR is in line with many requirements of
knowledge-based systems (KBS), and can be successfully used in KBS. CBR can
effectively help enhance the overall criminal investigation ability and establish a
comprehensive investigation concept for the purpose of maintaining societal security
and eradicating crimes.

3 Research Motives and Objectives

Surrounded by oceans, Taiwan has a coastline of 1,653km. Its ocean territory includes
inner waters, territorial seas, neighboring areas and exclusive economic sea areas. The
area of the inner waters, territorial seas and neighboring areas has already amounted to
106,804km? [9]. From the data above we learn that Taiwan is an island country. How to
prevent illegal entry and smuggling is an urgent issue.

Therefore, this study takes illegal smuggling issues in ocean territory law
enforcement for case study and based on the method of CBR classifies and analyzes
patterns of smuggling. The purpose is to establish a crime investigation system against
smuggling in order to narrow down the scope of investigation. The reasons for applying
CBR to crime investigation are as follows:
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1. So there will be cases to follow: Crimes take place not by accidence. Analysis of
criminal cases before will help with crime investigation.

2. Variations of cases are significant: Differences between two cases can be very
significant, so much so that it makes identification of a common rule impossible.

3. Case integration: Through the data base we can integrate paperwork filed from the
past and store it in the form of electronic file.

MO of crimes varies because of differences in time, place, individual or group
behavior. Therefore, we incorporate the inference outcome of the CBR system with the
judgment of ES. Due to the fact that this ES accumulates numerous expertise and
research outcomes for computer system application [10, 11, 12, 13, 14], it will be able
to provide effective, accurate advises for a particular case, and the investigators will be
able to develop understanding of the crime scene and overall profile of criminal
offenders in a timely manner for effective solution of a criminal case. CBR and ES can
be employed to enhance the crime investigation ability and establish a comprehensive
investigation concept.

Vastly diversified MO and criminal schemes often prevent investigators from taking
best measures during the crucial hours. Therefore, organization, classification, storage,
transfer, and utilization of knowledge and experiences of past cases through information
technology can help enhance crime investigation ability that leads to effective solution of
difficult cases. This study takes issues regarding illegal smuggling of immigrants found
in coastal patrol as subject of case studies. It designs a CIS and an investigation
knowledge sharing mechanism. Through the network platform, investigators can provide
comprehensive recommendations for current investigations and establish an overall
investigation concept. This study can help attain the following goals:

1. Through CBR to establish a case base of past cases in accordance with MO. This
case base can recommend investigation methods for current cases.

2. Through the inference mechanism of ES to provide speedy, effective, and accurate
advises for the case. Investigators will be able to develop understanding of the
crime scene and overall profile of criminal offenders in a timely manner for
effective solution of the criminal case.

3. To provide training and education. Professional knowledge and experiences of field
experts, information of the legal requirements, crime investigation knowledge and
investigative skills are incorporated. Through the user’s interface, new investigators
can learn quickly through this system.

4. To establish and develop this system via web-based approaches. Investigators have
convenient access to this system through the Internet.

4 Prototype of the Crime Investigation System

To prove the feasibility of this CIS, this study designs and produces a prototype of
coastal patrol CIS to simulate the actual system operation and test possible problems
that the system may experience.

System users are divided into two categories: general users (the investigators) and
system managers. Through the user’s interface, general users input related information
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and the system will in accordance with the internal decision-making rules output expert
experiences of the knowledge to the investigators. Since this ES accumulates numerous
experiences and research findings for system operation, it will be able to provide
effective, accurate advises for the particular case. Investigators will be able to develop
understanding of the crime scene and overall profile of criminal offenders in a timely
manner for effective solution of the criminal case.

4.1 System Framework

The system framework of this study consists of three major modules: the case-based
reasoning subsystem, the anti-smuggling duty planning subsystem and the CIS training
and education subsystem. The case-based reasoning subsystem includes criminal
type analysis, criminal characteristic/attribute establishment module, case input, case

Users

A 4
User Interface (Web-Based)

A A A

A 4 A 4 A 4
Case-Based Anti-Smuggling Training and
Reasoning Duty Planning Education
Subsystem Subsystem Subsystem

» i -

CBR Case Base

Knowledge Base

Data Base

Fig. 1. The system framework of CIS
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comparison, solution adaptation and outcome analysis. The anti-smuggling duty
planning subsystem includes anti-smuggling duty planning and recommended
measures. The CIS training and education subsystem includes case analysis training,
duty planning training, related investigation theories, legal provision inquiry and online
tests. The system framework is shown in Figure 1.

4.2 Case-Based Reasoning Subsystem

In this module, investigators can input smuggling crime characteristics and approaches
as shown in Figure 2. The CBR case base of smuggling crime characteristics and
approaches is established, which searches for and provide most similar cases through
case comparison for crime investigation. Further, the similarity and weight of an
attribute can be adjusted to enable the case inference mechanism of this CBR system to
approximate the actual characteristics and approaches of the crime. The case output
screen is shown in Figure 3. The CBR system displays the deducted criminal elements
of the case to provide solution for the new problem.

In the CBR working process of the CIS, investigators organize the collected
information, such as tips of informants, surveillance record, radar-identified suspicious
vessels and suspicious individuals, vehicles and objects on the bank, into a
comprehensive record and through the user’s interface input the information into the
CIS and retrieve most similar cases from the CBR case base for investigation reference.
When there is a new problem for which no solution is available, following the
evaluation a new case will be generated, and CIS managers will conduct rear-end CBR
case base update for adjustment to possible future problems.

CBR similarity function is computed via CBR Works 4.3. Before input of various
criminal attributes the data type and scope of each attribute must be first defined.
Quantitative data types are set as real numbers whose scopes are defined in accordance
with each indicator. Qualitative data types are set as string types. The similarity of
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quantitative data is defined in accordance with each indicator, while the similarity
function of qualitative data is defined in accordance with the criminal characteristic
value. In the similarity function of quantitative data, the horizontal axis is the difference
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between two case attribute values, and the vertical axis is the degree of similarity (the
value ranging from 0-1). After the similarity values of the specific points are given, we
can obtain the qualitative attribute similarity matrix as shown in Figure 4.

4.3 Anti-smuggling Duty Planning Subsystem

The knowledge acquisition process of the anti-smuggling duty planning subsystem is as
follows: After interview between knowledge engineers and smuggling investigation
experts, the knowledge is organized as the basis of this study’s knowledge acquisition,
knowledge representation and knowledge inference. There are many different kinds
of knowledge. It is easier for knowledge engineers to process explicit knowledge. Tacit
knowledge requires long-term accumulation for conversion of knowledge into deep
knowledge. The field of criminal investigation is filled with tacit knowledge and
explicit knowledge, such as the know-how in the crime scene and the ability to dissect a
criminal offence.

In the anti-smuggling duty planning subsystem, the knowledge base of the rear-end
ES can be established. This ES can supplement the CBR mechanism. Due to the fact
that criminal characteristics and approaches will be transformed into different types as
a result of time and social shifting, we need to structure an anti-smuggling duty
planning subsystem that provides recommended duty arrangement for investigators.

Take smuggling for example. According to external changeable and unchangeable
factors such as different cases, time, climates, and topographic features, different
variables, such as security characteristics of the responsible area, hydrological data,
seasonal factors, sea state changes, strategic waters and controlled vessels, must be
taken into careful consideration as basis for duty assignment planning and
recommendation. Investigators, as a result, will be able to carry out their investigatory
missions at the best time and location in order to save human resources and increase the
case-solution ratio.

In this study, the ES utilizes rule-based knowledge for expression. This method is
widely applied to other ES. For instance, MYCIN utilizes backward chaining inference
of rule-based knowledge to diagnose blood infectious diseases. Knowledge of the
crime investigation field also requires inference. If this kind of field knowledge is
expressed through semantic networks, there will be development difficulty. This study
therefore recommends utilization of rule-based knowledge for design of this ES.

4.4 CIS Training and Education Subsystem

This subsystem provides the following crime investigation training and education
functions:

1. Case analysis training: Utilizing the CIS framework structured in this study, this
module explains how to effectively integrate and apply CBR and crime investigation.
CBR Works 4.3 is employed as the inference mechanism. The software itself has the
training and education function. Investigators through input of crime characteristics
and approaches search for most similar cases from the case base, which in conjunction
with solution adaptation, help with the crime investigation.
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2. Duty planning training: The ES of this study expresses through rule-based
knowledge. This method has been widely applied to other ES, because it has the
training and education function within itself. Through the rule-based knowledge,
users get to understand why the system makes such judgments and choices and
becomes familiar with the knowledge base establishment of the rear-end ES. This
system teaches users how to conduct duty assignment planning and make
recommendations.

3. Related investigation theories: Related investigation theories include investigation
knowledge frequently used in coastal patrol, such as secret cabins of fishing boats,
position of secret compartments of fishing boats, and investigation skills for
identifying secret cabins and secret compartments of fishing boats. Diagrams and
motion pictures are employed to show possible position for establishment of secret
cabins and secret compartments on fishing boats. Users can quickly understand the
structure of a fishing boat and the spaces that can be restructured to hide smuggled
substances or illegal immigrants. Through motion pictures, investigators are shown
how to utilize high-tech security devices, such as metal detector, snake-pipe camera
and microwave density detector, to detect secret cabins and secret compartments on
fishing boats.

4. Legal provision inquiry: Training and education on legal provisions familiarizes
users with all the legal provisions involved in a particular crime. The fact that users
can inquire about the laws any time they need to helps them comply with the
post-investigation procedures. System functions include file search, data directory
and data management.

5. Online tests: The purpose of online tests is to help with curricular development in
order to attain the goal of the program and enhance learning and teaching quality.
Therefore, we add the coastal patrol online tests to the training and education in
order to gauge users’ understanding of the courses after they study the training and
education materials. Users’ answers to the questions will serve as the basis for
system maintenance and update.

Traditionally, crime investigation experiences are passed down via apprenticeship
as shown in Table 1. Through numerous duty assignments, word of mouth and body

Table 1. CIS training and education vs. traditional duty assignment instruction

CIS Training and Education Traditional Duty Assignment
Instruction
Computer Senior officer

Visual sense, images, audio sense | Word of mouth, hand-on practice
during duty assignments, body

languages
Interaction with the system Listening, watching, learning
Mouse, keyboard, screen Listening, speaking, writing, body

languages, familiarization
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languages, senior officers share their experiences with their junior counterparts. The
CIS training and education system can improve this situation. Through advanced
information technology, related teaching materials, courses and experiences can be
incorporated into multimedia interactive teaching materials that enable users to
familiarize themselves with knowledge of the field more effectively and quickly.

5 Conclusions and Future Works

CBR methods in conjunction with ES are employed to enhance crime investigation
ability in order to maintain societal safety and eradicate crimes. Through continuous
renewal, the domain knowledge stays updated. CBR training helps users quickly learn
how this CIS determines cases of the crime field and how to conduct solution
adaptation. Through this training, users’ judgment will become closer to the CIS
outcome, and the crime-solution rate can be enhanced. Contributions of this study
include:

1. This study is the first to introduce CBR to coastal patrol crime investigation in
Taiwan. Through the case base established, the MO’s of stowaways are classified
and analyzed for establishment of a crime investigation system against smuggling
in order to narrow down the scope of investigation.

2. ES is applied to duty planning for establishment of an ES prototype for coastal
patrol duty planning. It provides speedy, effective and accurate duty planning to
enable the investigators to develop understanding of the crime scene and overall
profile of criminal offenders in a timely manner for effective solution of a criminal
case.

3. Related training and education functions are integrated. Professional knowledge
and experiences of domain experts, information of the legal requirements, crime
investigation knowledge and investigative skills are incorporated. Through the
interactive interface, new investigators can learn quickly through this system.

4. Enhances overall investigative ability. In the face of organizational criminal MO’s,
it provides an integrated crime investigation system and investigative knowledge
sharing mechanism. Through the network platform, it provides for investigators
comprehensive recommendations and helps them establish an overall investigation
concept.

This study so far has produced a crime investigation system prototype.
Suggestions for future studies are as follows:

1. Intensify system computation efficiency: As the cases in the case base continue to
accumulate, the system will slow down in similarity computation, and its efficiency
will be affected. Therefore, we need to intensify system computation efficiency in
order to solve new problems quickly.

2. Add characteristics or attributes of actual crimes: During the operation of system
prototype, many crime investigation characteristics or attributes were not added due
to confidentiality. In actual system operations in the future, these investigative
attributes can be added to enhance the usability of the system.
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3. Information security issues: Due to the fact that this study uses web-based interface,
information security issues must be taken into careful consideration. Criminals may
break into this system to learn about criminal MO’s and actual investigation
activities. For online system operations, website information security issues must be
addressed so the system will not become a reference to criminals.

4. System development for other field of crimes: This research studies the cases of
stowaway smuggling in coastal patrol. Characteristics or attributes of other crimes
such as narcotics, firearms, theft and robbery are all different. Development of
investigation systems for other crimes will help enhance the overall investigative
ability.
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Abstract. We discuss how methods from social network analysis could be
combined with methodologies from database mediator technology and
information fusion in order to give police and other civil security decision-
makers the ability to achieve predictive situation awareness. Techniques based
on these ideas have been demonstrated in the EU PASR project HITS/ISAC.

1 Introduction

The serious criminal threats facing society today require new methods for modelling
and analysis. In fact, civil security decision makers, analysts and field operators
fighting organized crime and terrorism across the European Union all need front-line
integrated information collection and management technologies to support their
cooperative work. Their adversaries are no longer organized in hierarchical structures,
but instead consist of individuals and groups that are loosely organized in “dark
networks” [1]. They stage attacks or set bombs against unprotected civilians, or seek
to influence crowds of legitimate demonstrators so that critical riot situations occur.

In order to construct data analysis and other decision support systems that take
account of these new factors, new and powerful methods and techniques from several
technological domains need to be brought together and integrated.

1.1 Cross-Border and Cross-Agency Interoperability

To achieve the necessary cross-border and cross-agency interoperability, models and
methods for secure sharing of information will have to be based on integrity and
ownership across the information-sharing network, including dynamically modifiable
role-based access rights, technology for dealing with heterogeneous data schemas and
protocols, a service-oriented system architecture based on data services for sharing
information, and new analysis tools to support operations during stationary as well as
mobile activities.
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1.2 Intelligence Analysis Based on Information Fusion

Fundamentally uncertain intelligence information has to be interpreted, integrated,
analysed, and evaluated to provide situational awareness based on information fusion,
in particular situational assessment and threat assessment methods. Relevant
intelligence information originates from many sources, some of which are well-
established infrastructure sources, others may be secret human intelligence
information sources, some are open or public sources like mass media or the Internet
[2], yet others are sensors and other physical devices of many kinds [3]. Potentially
relevant data from such sources need to be stored in databases for later proactive
reanalysis.

1.3 The EU PASR Project HiTS/ISAC

In the recently completed HiTS/ISAC project (EC SEC5-PR-113700) [32], financed
by the EU Preparatory Action for Security Research (PASR) programme',
environments and tools have been created for collaboratively solving a large class of
social network interaction problems in law enforcement intelligence analysis.

The HiTS/ISAC problem-solving environment for interoperability and situation
awareness has been demonstrated and assessed using realistic scenarios set up in
cooperation with law enforcement authorities from several EU member states. The
project was concluded by demonstrating a complete problem-solving environment to
the project’s end-user representatives using a fictitious organized-crime scenario. In
that application the project showed how authorities may interoperate with information
security over the network and illustrated how law enforcement authorities may
cooperatively develop and share mission-critical information across national borders.

This paper deals with intelligence analysis aspects of the HITS/ISAC demonstration
system.

1.4 Structure of the Paper

A data analysis environment and toolset capable of dealing with social network
analysis (Ch.2; [4]) and visualization tasks involving partly uncertain data was created
by the project. Requirements on such environments are discussed in Ch. 3. The
analysis system was built by combining several open-source network algorithm and
visualization software packages [4][5] with a COTS (commercial-off-the-shelf)
system for Bayesian belief network (BBN) modelling, embodying modern concepts
and methods for management of uncertain information (Ch. 4.3; [6][7]). In addition,
the use of COTS software implementing emerging database mediator technology
(Ch. 4.1; [8]) made it possible to connect in a non-intrusive way, organizationally and
geographically distributed and heterogeneous data sources into a single, homogeneous
and secure virtual system. An architectural overview of this system is given in
Ch. 4.2, below. Ch. 5 concludes the paper.

! Now superseded by the 7th Framework Programme for European Research 2007-13, which
for the first time includes a Security section.
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2 Methods for Coping with the Threats to European Security

It can be argued whether the notion of “organized crime” is appropriate for today’s
loosely connected networks of criminals. The new threats to European security
typically come from terrorism and other large-scale criminal activities, carried out by
individuals and groups that are loosely organized in “dark networks” [1]. Such
networks are advantageous from a criminal’s point of view since they reduce the risk
of detection during planning and preparation phases. A further difficulty for law
enforcement agencies is that not all actors are known in advance — the network may
involve individuals without criminal records or known connections to extremist
organizations.

The papers [1][9] provide examples of social network analysis in anti-terrorism
applications and indicate both usefulness and some limitations of social network
analysis as a basis for quantitative methods for situation awareness and decision-
making in law enforcement applications. The paper [1] discusses the organizational
structure of certain drug trafficking, terrorism, and arms-trafficking networks,
showing how some of them have adapted to increased pressure from states and
international organizations by decentralizing into smaller units linked only by
function, information, and immediate need. Another interesting application of social
network analysis to terrorist networks is given by [10]. In that paper, the author
discusses methods for estimating the vulnerabilities of terrorist networks.

In serious-crime analysis applications, networks of relations between people, in
some cases very large ones, will thus have to be set up: who knows whom, who has
family relations with whom, as well as who met whom where and when, or who
phoned whom when, and so on. Figuring out nested business connections across the
known set of individuals or organizations is a closely related issue.

2.1 Social Network Analysis

Social network analysis (SNA) [11], is a family of methods that support statistical
investigation of the patterns of communication within groups. Social scientists use
these networks to analyse, e.g., families, organizations, corporations, or Internet
communities. The basis of the methodology is the assumption that the way that
members of a group communicate with members of another group reveals important
information about interesting properties of the group.

2.1.1 Structural Analysis

The emphasis in social network studies is on relations between individuals and/or
groups of actors. It is sometimes referred to as structural analysis. In order to study
the structural properties of a group, it is necessary to model it mathematically. This is
most naturally done by constructing a graph or network representing the relationships
within the group. Each member of the group is mapped to a node in the graph, and
edges between nodes are introduced if the corresponding members communicate.
Most edges link exactly two nodes; graphs where multi-edge relations are allowed are
called hypergraphs. A hypergraph can always be embedded in an ordinary graph by
introducing an extra node for each relation that involves more than two nodes.
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For example, several studies, such as [12], of the citation and collaboration
networks of scientists have been carried out. In these, the network of interest is the
one where there is a link between all individuals who have co-authored a paper. In
order to avoid having to handle hypergraphs, additional nodes are introduced for each
paper, and binary relations between papers and their authors are introduced. If we are
studying collaboration networks, this leads to a bipartite graph, where there are two
different kinds of nodes, and no edge links two nodes of the same type.

An analogous example from the law enforcement domain of interest here might be
that we need to model individuals who have met. In a bipartite graph of people and
meetings, we can represent information about which particular meeting two specific
persons attended.

2.1.2 Weights and Measures

In addition to including several nodes, edges can also be extended to include a weight
or probability. This is used to model, for example, the maximum amount of
information that can flow between two nodes, or to indicate the certainty with which
we know that the edge is actually present in the network.

There are several important measures that can be used to characterize a network.
Perhaps the simplest is to count the number of edges that different nodes have. This
can be seen as a measure of the popularity of a node, and is one of the methods that
are used by web search sites such as Google to rank search results [13]. Relying on
the number of edges alone is not always sufficient, however. Better measures are
obtained by looking at the amount of information that flows through a node. Such
measures are called centrality measures. The two most important centrality measures
are the betweenness centrality and max-flow centrality. The high computational
complexity of the max-flow centrality problem [11][14] makes it necessary to also
consider approximations to it.

Sociologists are often interested in actors that control the interaction between
different groups. Such nodes are called “liaisons”, “bridges”, or “gatekeepers”, and
they can also be found by calculating the centrality measures.

2.1.3 Statistical Analysis of Very Large Networks

Recently, many physicists and computer scientists have become interested in network
analysis. This has led to an increased emphasis on studying the statistical properties of
very large networks, such as the internet, biological food webs, and even
infrastructure networks (see [15] for an overview). This influx of people to the field
has also led to several new approximate algorithms with which important properties
may be computed [14][16][17].

2.1.4 The Need for Management of Uncertainty

Intelligence representation languages and systems need the ability to express and
reason with incomplete and uncertain information. Representation, management, and
categorization of uncertainty in order to enable a machine to reason about potential
relations are complex tasks. These are scientifically studied in the field of information
fusion [27] which provides methods for reasoning about information arising from
several different uncertain sources (see, e.g., [20]).
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Bayesian belief networks (BBN) [6] is one such uncertainty modelling and
information fusion methodology used to represent and exploit uncertain causal
relations between several variables. The BBN methodology has several potential areas
of application within the intelligence domain, for instance for detecting threatening
behaviours by insiders [21], for probabilistic assessment of terrorist threats [7], and
for anti-terrorism risk management.

3 Requirements on Law Enforcement Problem-Solving
Environments

The HiTS/ISAC project strives to contribute to a deeper awareness and understanding
of modern methodological opportunities among FEuropean law enforcement
authorities. These include on-demand, real-time problem solving based on
scientifically sound methods of often large-scale data analysis. Organizationally, one
needs to move away from ‘“closed-room” approaches into collaborative working
styles. Not only is trans-national collaboration needed between authorities in different
security-related areas, such as police, coast guard, and customs services, but in order
to enable effective use of modern analytical techniques and problem-solving methods
there is a clear need also for cross-professional collaboration and involvement of
mathematically trained analysts. A paper discussing the need for such changes in
organizational culture, written from the perspective of a senior analyst is [18].
Another interesting study in the law enforcement investigative analysis area is [19].

Confidentiality, integrity and availability of information and communication
systems need to be well protected [3]. Data from many different sources as well as
aggregated or otherwise partially processed information, which could be sensitive and
classified, must be protected from unauthorized access and modification. Although
preventive countermeasures are most important, detection of misuse and intrusion
must be available to deal with various types of attacks such as insider attacks and
identity theft.

3.1 The HiTS/ISAC Interoperability Platform

Although database interoperability is only one of several interoperability issues that
need to be addressed in a civil security intelligence system for routine operations, it is
one of high technical complexity and critical importance.

A modern approach for integration of heterogeneous data sources is to make use of
mediators between data sources and those consumer applications and software tools
which tap these sources [22]. Mediator systems enable automatic translation between
the concepts and conventions, schemas, of different distributed data sources, i.e.,
names and other characteristics of their data items as well as the semantic
relationships between them, offering a virtual data layer that can be queried by
consumer applications using database-like query languages (e.g. SQL and/or
XQuery).

The HiTS/ISAC project provides prototypical mechanisms for information sharing
with retained integrity and confidentiality to support role-based cooperation.
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Depending on the situation the users will have easy but secure access to information
and services tailored to their respective needs.

In the HiTS/ISAC demonstration system no single unifying software technology is
used. Instead, different technologies are contributed by different partners, making the
challenge of maintaining interoperability greater than in a homogeneous single-
vendor system, but at the same time providing greater benefits due to the pooled
capabilities. COTS software (Denodo Virtual Data Port and HUGIN), sometimes
modified open-source software (JUNG, Prefuse, PROXIMITY, Monet), and in-house
middleware developments are all part of the final system.

The backbone communication network in the HiITS/ISAC demonstration system is
based on services that are available today as standard products from the project
partner TeliaSonera. The system satisfies the security levels required by the Swedish
police, while meeting their demands for identification, tapping and integration
protection, confidentiality and security. High-capacity, secure Internet solutions based
on virtual private networks (VPN) and encryption techniques, as well as telephony
services fixed or mobile, are examples of products on which the solution has been
based.

The workstations are standardized and may be continuously updated and
monitored, this way ensuring that the right software and the right versions are always
used. This is of particular importance for the software used to manage the security of
the system.

4 Secure Collaborative Analysis Environment (NetSCW)

The purpose of the secure collaborative problem solving environment NetSCW is to
provide a common data analysis environment managing issues of interoperability,
availability and reusability of data, as well as analysis processes and results. In this
environment (fig. 1), subject matter experts, data analysts, database and ICT security
administrators, etc., can meet to share their resources and expertise, as well as
collaborate in real time. The NetSCW environment uses a Service-Oriented
Architecture (SOA). The SOA concept envisions an interconnected network of
producers and consumers of information and supports the development of a uniform
framework for description and utilization of distributed components.

The top layer comprises various data analysis-related tools, e.g., tools for analysing
social network data by a single analyst or collaboratively by a group of analysts.

4.1 Denodo Virtual DataPort Data Mediation Platform

The Denodo Virtual DataPort (VDP) [8][28], a state-of-the-art data mediator system,
provides a solution for accessing, querying and integrating information from any kind of
digital source, from structured repositories such as databases, Web Services, and
applications, via semi-structured sources such as dynamic Web content and delimited
files, to unstructured repositories (documents, emails, forums, ezc.). The system is able
to provide a single view of the heterogeneous data stores of participating law
enforcement authorities, while allowing them to remain autonomous and unchanged.
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Fig. 1. Architecture of the HITS/ISAC collaborative problem solving environment

The Denodo VDP platform combines data mediation with an advanced web automation
technology that allows the exploitation of information in complex hidden web data
sources. With this functionality it is possible to integrate data from such complex web
sites that are being used nowadays for organized-crime related activities.

Denodo VDP provides a three-level data integration architecture, at the bottom the
data source connectivity layer that allows integration of data views coming from
different data sources (i.e., employing different protocols and data formats) and
isolating the complexity for accessing the information to the rest of the platform; the
intermediate transformation and enrichment layer follows an extended relational
model, able to handle both tabular and hierarchical information, and allows the
combination and correlation of information by means of data views built with
relational operations, such as joins, unions or selections; finally information is
delivered to the consumer application through standard interfaces such as
JDBC/ODBC, SOA/Web Services and Java APIs.

4.2 The NetSCW Collaborative Core (NetSCW/CC)

Computer Supported Collaborative Work (CSCW) [23] is an interdisciplinary
research and application domain which has evolved since the mid-1980’s, with
contributions from social anthropology, psychology, and computer sciences. The
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research focus of CSCW is Groupware, i.e., applications designed to help people
involved in a common task to achieve their goals.

4.2.1 NetSCW/CCDesktop

In the HiTS/ISAC project, CCDesktop, a Java-based application, has been developed
by FOI as the CSCW component of NetSCW. The CCDesktop design aspires to
implement much of the desired CSCW functionality and bring it into an analytical
problem solving environment. CCDesktop supplies basic functionality through a
common communication interface which adds collaborative and group awareness
features to existing analysis tools. In addition, CCDesktop provides a secure
multimedia communication infrastructure which provides users with video, voice and
text messaging facilities. The current version of CCDesktop offers the following
tools: participant panel, chat board with video and voice functionality (via RTP, the
Real-time Transport Protocol [31]), simultaneous shared access to tools for Social
Network Analysis [4], as well as to middleware [5] adapting Denodo VDP output to
the input requirements of the PROXIMITY graphical query language-based SNA
processing tool.

A close integration of JUNG, prefuse, PROXIMITY, and the required data
connection to Denodo VDP was developed by two M Sc thesis projects at FOI [4][5].
Functions for adding, merging, grouping by attribute, and removing nodes and edges
did not exist in the version of JUNG that was used for the implementation, and were
added. Key design requirements of these projects were:

Data collected from several different databases. A common schema is needed to
reduce the analysts’ mental effort.

Queries as filtering method. Working with large-scale social networks will require
various filtering techniques to select appropriate subsets and reduce the volume of data.

Objects first mapped to relational data, then into graphs. Social networks consist
of objects that are represented as nodes and edges, not as standard relational database
tabular data.

Sets of subgraphs are combined based on given predicates. By comparing with the
original graph the frequently large number of subgraphs generated by
PROXIMITY/QGraph can often be greatly reduced. Using the CCDesktop system,
the user may decide on a conceptual level which of these subgraphs should be
merged.

Graphs easily exported. Graphs need to be readable by other programs, so they are
stored either in JUNG internal format or in GraphML external format, or both.

Combining prefuse with JUNG. This has involved resolving several issues related
to the two systems’ different graph storage structures, user interaction conventions,
and display functionality.

4.2.2 PROXIMITY

Social Network Analysis is a required capability of the HITS/ISAC project. SNA can
become computationally intense and the integrated database of HiTS/ISAC may
potentially become quite large. Therefore, there is a need to be able to filter data and
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to find interesting subgraphs, e.g. when one wants to find all networks connecting two
criminals by either phone calls or email. The SNA query system PROXIMITY [24]
provides a network filtering functionality, extended to allow integration with the other
components of the HITS/ISAC analysis system. This functionality is controlled via
QGraph, a visual language that returns graph fragments with highly variable structure.

PROXIMITY helps human analysts discover new knowledge by analyzing
complex data sets containing network-structured information, using specially
developed algorithms that help manage, explore, sample, and visualize data.

PROXIMITY is a Java-based open-source software system. It uses the Monet DB,
an open-source “vertical” database [25] optimized for analytical queries.

4.2.3 Prefuse
prefuse is a Java-based open-source software toolkit [26] for building interactive
information visualization applications.

prefuse supports a rich set of features for data modelling, visualization, and
interaction. It provides optimized data structures for tables, graphs, and trees, a host of
layout and visual encoding techniques, and support for animation, dynamic queries,
integrated search, and database connectivity. It has no SNA capabilities of its own but
can be integrated, as demonstrated by the HiTS/ISAC project, with the JUNG
framework for immediate access to SNA functionality.

4.2.4 JUNG

JUNG, the Java Universal Network/Graph Framework, [29] is an open-source
software library that provides a common and extendible language for modelling,
analysis, and visualization of data that can be represented as a graph or network. The
JUNG library provides a variety of graph algorithms, network visualization tools, and
support for dynamic graphs. It also provides a mechanism for annotating graphs,
entities, and relations with metadata. This facilitates the creation of analytic tools that
can examine the relations between entities in complex data sets as well as metadata
attached to each entity and relation.

4.3 HUGIN

The HUGIN [6][30] software tools for Bayesian belief networks implement advanced
algorithms for knowledge discovery and probabilistic reasoning. These tools consist
of the HUGIN Decision Engine and the HUGIN Graphical User Interface, well-suited
for developing model-based decision support systems based on Bayesian belief
networks (BBNs). A BBN is an intuitive graphical knowledge representation
supporting belief update in the light of observations. It consists of an acyclic, directed
graph representing causal dependence relations between a set of variables
representing entities of the problem domain and a set of conditional probability
distributions encoding the strength of the dependence relation.

The HUGIN Decision Engine is the inference engine that takes care of the
representation of models, the mathematical calculations performed as part of
probabilistic inference, etc., while the HUGIN Graphical User Interface provides a
graphical user interface to the functionality of the HUGIN Decision Engine.
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In HiTS/ISAC a BBN model for identifying suspicious activity has been developed
by knowledge engineers and domain experts in corporation. The BBN model is to be
used by analysts in their everyday intelligence work as a tool to perform information
fusion and analysis.

A Bayesian model for ranking suspicious bank transactions is shown in Figure 2.
The model is evaluated for all transactions, resulting in a ranked list of transactions.
One bank transaction, weakly suspected a priori, has a high rank in this list and a
relatively high degree of a posteriori suspiciousness.

The databases used here are a border transaction database and a bank transaction
database, which are assumed to reside in different countries and belong to different
organizations. The BBN is fed with data from a view constructed in Denodo VDP.

Suspicious transaction
from bank

Effect of
Suspicious transaction

fram bank
Suspicious
bank transaction
Effect Suspicious
banktransaction

Suspicious
bank transaction and individual

Fig. 2. Bayesian belief network used in the demonstration. Input nodes and output node are
marked with extra ellipses.

Seen with
known terrarist
in border DB

Transaction to
known terrorist

Effect of
Seen with known_terrorist
in border DB

Effect of
Transaction to
known terrorist

Other
possible DB
Individual

connected to
known terrorist

ffect of Individud
connected to
known terrarist

For each bank transaction, the view feeds the network with information such as the
degree of suspiciousness of the transaction and the names of its sender and its
receiver. By comparing these names to those on the list of known terrorists, the input
node “Transaction to known terrorist” is set. A view is also constructed that contains
all the border transactions of the persons mentioned in any of the bank transactions. If
the border database contains a border crossing of a known terrorist that occurs near-
simultaneously with a crossing of a person involved in a suspect bank transaction, the
input node “Seen with known terrorist in border DB” is set to reflect the time
difference between the person and the known terrorist crossing the border.

S Summary and Conclusions

HiTS/ISAC is a pre-study of interoperability and situation awareness for civil security
in Europe [32]. The project has demonstrated secure network analysis environments
and tools with respect to immediate applicability and user-oriented functionality.

The HiTS/ISAC project dealt with operational, methodological, and developmental
issues in a demonstration scenario application. Its focus was on scientifically sound
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analysis and secure management of distributed and usually uncertain information
about events and relationships in organized crime and terrorist networks. The project
has demonstrated how legacy databases of several authorities in different countries
can be effectively integrated into a distributed problem-solving environment to
provide a common user view of the combined relevant information assets of the
participating authorities. Analysts working at different sites were able to work
collaboratively on the same data without saving, transferring and loading files into
their analysis software.

We believe that the experience gained and the lessons learned from this project can
be important for determining what analysis capabilities are needed in European police
intelligence work. Key technological enablers for successful use of such methodology
are distributed, mediated access to large amounts of legacy data and support for real-
time collaboration among analysts. Further studies are needed regarding how the
operational processes used by criminal intelligence investigators and analysts need to
be changed to take full advantage of the possibilities offered by new technology such
as that described in this paper. In addition, a set of hard and sometimes highly
controversial juridical issues need to be addressed and agreed upon. Such issues are,
however, outside the scope of the HiTS/ISAC project and this paper.
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Abstract. To conduct content analysis over text data, one may look
out for important named objects and entities that refer to real world
instances, synthesizing them into knowledge relevant to a given infor-
mation seeking task. In this paper, we introduce a visual analytics tool
called ER-Explorer to support such an analysis task. ER-Explorer con-
sists of a data model known as TUBE and a set of data manipulation
operations specially designed for examining entities and relationships in
text. As part of TUBE, a set of interestingness measures is defined to
help exploring entities and their relationships. We illustrate the use of
ER-Explorer in performing the task of finding associations between two
given entities over a text data collection.

1 Introduction

1.1 Motivation

Information synthesis and analysis can be facilitated by a visual interface de-
signed to support analytical processing and reasoning. Such an interactive vi-
sualization approach is also known as visual analytics[I]. In this research, we
specifically focus on designing and implementing a visual analytics system to
support the entity relationship discovery task that involves identifying entities
and relationships from a document or a collection of documents so as to create
a network of entities that are relevant to an entity relationship discovery task.

Consider the task of finding the person and organization entities that connect
two terrorists from a given document collection. A domain expert will need an
interactive visual tool to help in extracting entities from the documents and the
relationships among these entities, judging the relevance of these entities and
relationships by checking them up in documents containing them, and selecting
the relevant ones to be included in the results.

For a visual analytics system to support the above retrieval task, the following
system features are required.

— Network representation of information: Entity and relationship instances are
best represented using a graph or network, especially when path and con-
nectivity properties of these instances are to be studied and visualized along
with the documents containing them.

C.C. Yang ct al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 183 2008.
© Springer-Verlag Berlin Heidelberg 2008
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— Interactive refinement of results: The above retrieval task, like many others
that require expert judgement, will involve much user interaction in multiple
iterations. Hence the visual analytics system will have to incorporate user
operations that may include or exclude entities and relationships from the
retrieval results.

— Intelligent user assistance: Given the possibly large volume of document data
and many entity and relationship instances embedded in documents, users
will expect some intelligent assistance from the visual analytics system to
help them gain more insight into the data. The exact form of assistance may
very much depend on the task at hand. For example, entities (or relation-
ships) may have to be ranked by their closeness to the two given terrorists
so as to help user decision making.

The above are also the system features that distinguish visual analytic sys-
tems from the other visual interface systems for analyzing networks of entity
and relationship instances. In social network analysis, the state-of-art visual in-
terface systems often assume that networks of entity and relationship instances
have already been identified and verified, as well as can be studied separately
from the documents containing them[2lJ6l7]. This assumption clearly does not
hold for documents which are not pre-annotated. Even if the documents are
already pre-annotated, it is still challenging to determine the relevant entity
and relationship instances. This often requires users to interpret text content in
documents containing these instances.

1.2 Research Objectives and Contributions

In this research, we therefore aim to design a visual analytic framework for

entity relationship discovery under the assumption that (a) user judgement on

document content is required for identifying relevant entity and relationship

instances, and (b) the discovery is an iterative process with user involvement.
Our contribution in this paper can be summarized as follows:

— We present a visual analytics framework for discovering a network of re-
lated entities found in text data. This framework consists mainly of a multi-
dimensional data model and a visual interface tool for representing and ma-
nipulating entity and relationship instances.

— We design a text cube representation of the entity and relationship instances
in document data. This representation, known as TUBE, supports semantic
entity types, conceptual entity representation, inter-entity relationships and
other data constructs useful for information analysis and synthesis.

— We develop a visual analytics system known as ER-Explorer to realize a
set of user operations on a network of entities derived from a set of text
documents so as to conduct entity relationship discovery.

— We illustrate our visual analytics system prototype using a case study where
the entities and relationships linking two given entities can be discovered
through an interactive process.
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1.3 Paper Organization

We organize the rest of the paper as follows. In Section 2l we cover the related re-
search. In Section Bl our framework for entity relationship discovery using visual
analytics is presented. In Section @ we describe the ER-Explorer, a visualiza-
tion tool implemented based on our proposed framework. This is followed by a
case study analysis in Section Bl We finally conclude the paper in Section

2 Related Work

Visually analyzing social networks has been receiving growing attention and sev-
eral visualization tools have been developed for this purpose. Vister|3] provides
an environment to explore and analyze online social network, supporting au-
tomatical identification and visualization of connections and community struc-
tures. SocialAction[d] allows users to explore different social network analysis
measures to gain insights into the network properties, to filter nodes (represent-
ing entities), and to find outliers. Users can interactively aggregate nodes to
reduce complexity, find cohesive subgroups, and focus on communities of inter-
est. However, the measures used in these systems are topological-oriented.

Xu and Chen [§] proposed a framework for automatic network analysis and
visualization. Their CrimeNet Explorer identifies relationships between persons
based on frequency of co-occurrence in crime incident summaries. Hierarchy
clustering algorithm is then applied to partition the network based on relational
strength.

The above systems while supporting network visualization, lack the measures
for discovering associations among nodes. Their way of grouping entities is based
on centrality measure or relational strength, which does not allow user judgement
and may fail to group semantically identical entities.

A visual analytic system Jigsaw[d] represents documents and their entities
visually in multiple views to illustrate connections between entities across the
different documents. It takes an incremental approach to suggest relevant re-
ports to examine next by inspecting the co-occurred entities. However, it does
not use measures other than frequency of entities in documents. When the list
of co-occurred entities becomes very large, it would be quite cumbersome for an
analyst to find the interesting entities or documents, since considering the fre-
quency measure alone may be restrictive. Moreover, in cases where co-occurrence
relationship between entity are not semantically meaningful, the analytics ability
of Jigsaw will be ineffective.

There is much research literature on path finding. Transitive association dis-
covery was proposed to detect conceptual association graph in a text dataset[I0].
Interestingness measures based on co-occurrence are designed. A dynamic pro-
gramming algorithm was developed to compute interesting paths of various
lengths from source to target entities. Document contexts of the paths are also
provided. People association finding in the ArnetMiner project[I1] also aims to
detect the good associations. Since the above approaches rely on algorithms to
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Fig. 1. System Architecture

compute paths, users have no control over the paths and entities he or she may
want to explore. Moreover, semantically identical entities are also not considered.

3 Framework of Visual Entity Relationship Discovery
from Text Data

3.1 Architecture of Visual Analytics Tool

As shown in Figure[Il our proposed visual analytics system architecture consists
of a domain relevant text corpus on which the entity relationship discovery task
is to be performed. From the text corpus, named entities and relationships will
be extracted into an entity relationship database. A text cube database is then
constructed from the entities and relationships. It consists of one or more text
cube instances and each text cube instance is a multidimensional table with
entities as dimension values and relationships as cells. Unlike a database table, a
text cube also provides document evidence of the entities and relationships so as
to facilitate cross checking entities and relationships with their text sources. A
set of text cube operations are provided to manipulate the content of text cubes.
These are also the data operations to be invoked by the visual analytics GUI tool.
Users will interact with the GUI tool performing visual analysis operations on
the text data without having to know the underlying text cube representations
and operations.

3.2 TUBE: Text Data Cube Model and Operations

TUBE Representation. In our TUBE model, a domain relevant document
collection D provides the raw data for analysis[I2]. For each document d € D,
the set of named objects extracted from d is denoted by A(d). The entire set of
named objects extracted from D is denoted by A(D) = J cp A(d). We define a
mapping function f4 : A(D) — 2P to map from a named object to its supporting
document set, consisting of documents that contain the named object.

In TUBE, we introduce the notion of entity e, which is defined as a named
object or a set of other entities as follows:
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_Ja, a € A(D)
€= {e1,€2,...,en}, €; is an entity.

We say a is a component of e, a < e, if a = e or Je; € e s.t. a < ¢;. e is said to
be a conceptual entity if it is not a named object. The document evidence of e is
defined as fi(e) = U, fa(a).

We now define a n-dimensional TUBE as a tuple 7' = (S, B, M, D). S repre-
sents the schema and S = {s1, s2, ..., s,} where s; denotes the list of entities of
dimension i. B is a mask with 0 or 1 values. M = {m1, ma,...,mpz} is a set of
measures. Each m; is associated with a measure function mf;(). D represents a
document collection and D C D.

The TUBE T has |s1| X [s2| X ... X |s,| cells. Each cell is denoted by ¢
(e1,€2,...,e,) where ¢; € s; for 1 < i < n. Without causing any ambiguity, we
may use ¢ to denote a cell. A cell ¢ is said to be present if B(¢) = 1 or hidden
if B(c) = 0. The document evidence of ¢ is defined by fa(c) = (N, fa(e;).
When f4(c) is not empty, we say that eq,...,e, co-occur. This co-occurrence
relationship can be represented by ¢ We also define the named object set of ¢ as
A(e) = Uy Uaze, {a}. The support value for a dy in fq(c) with respect to ¢ is
defined by:

Sup(c, dy,) = ZaeA(c) tfay,a X idf,
where tfq, o is the a’s frequency in dy,
T ]
ifa =\ ,(a)
Given a cell ¢, ¢ has a measure value c.m; = mf;(c) derived by applying the
measure function m f;.

TUBE Operations. We have also designed a set of operations on TUBE. Given
a TUBE instance T = (S, B, M, D),

— Insert operation adds an entity to a selected dimension.

— Remove operation removes an existing entity from a dimension.

SelectCell operation assigns 0 or 1 to a specified entry in B which corresponds
toacell in T.

Cluster operation groups a subset of entities in a specified dimension into a
new conceptual entity and add this conceptual entity to that dimension.

TUBE Instances For Entity Relationship Discovery. Our entity relation-
ship discovery uses two TUBE instances Ty and Ty. Ty = (S*, B}, M, D) and
Ty = (S%, B2, M?, D) are 1-D and 2-D TUBE instances respectively. We initial-
ize T} to have ST = {s}}, s} = A(D) by Insert operation. In other words, 7 has a
dimension consisting of all named objects. T5 is initialized to have S? = {s?, s3}
where s? = s3 = A(D). In other words, T is designed to maintain information
about named objects and T5 for information about the relationships of pairs of
entities. Also note that any operations on one dimension of Ty will affect the
other dimension the same way.

The masks B' and B? are initialized to return 0’s for all cells, making all
named objects and relationships initially hidden from the network view of our
visual tool.
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3.3 Entity Relationships Exploration Using T and T3

Given two entities of interest known as source entity (s) and target entity (t),
a typical entity relationship discovery task would be finding interesting paths
between them. Each path denoted by e; < ... <> e, represents a chain of rela-
tionships. Each relationship denoted as e;—1 < e;, for 1 < i < p, and e; and e,
are entities semantically equivalent to s and ¢ respectively. Note that in this task,
the relationships are non-directional. The roles of source and target are therefore
exchangeable. Nevertheless, we just distinguish them for easy discussion.

Our visual tool can incrementally add named objects and relationships into
the entity network presentation window as nodes and edges respectively by in-
voking TUBE operations on the two TUBE instances 7} and T, To display an
entity in the visual tool, we set the respective cell in T to have B = 1. To display
a relationship, we set the corresponding cell in T, to have B = 1. Hiding entities
and relationships can be performed in a similar way. This interactive approach
to construct entity networks can be assisted by interestingness measures defined
for the entity relationship discovery task.

3.4 Interestingness Measures for Entity Relationship Discovery

In this section, we define several measures to be used in 77 and T5 to sup-
port entity relationship discovery. For T, there is only one measure, i.e., M' =
2 _

{mpath strength}~ For T27 we define M= = {mname simy Mstrength, Md entity}~

— Mpath strength: the length of shortest path(s) between s and ¢ going through
an entity (a named object, since it is defined on T}).

— Mpame sim: the similarity score between two entity names.

~ Mgtrength: the relationship strength between two entities.

— Mg entity: the dominance of one entity over another.

Given a cell c(e;, e;) in T,
M frame sim (C) = Avgau<e7¢,av<ej NameSimilarz’ty(au,av)

where NameSimilarity is a name comparison function that returns a value be-
tween O (unrelated name objects) and 1 (synonym). If e; and e; are conceptual
entities, the measure value returned is an average of over name similarities be-
tween named objects of e; and e;. With this measure, we now derive a set of
synonyms for an entity e;, as denoted by

Synonym(ez) = {€j|mfname sim(c(eia ej)) > A}

The synonym entities of e; are entities whose names are within A edit distance
from that of e;. The function Synonym is helpful to detect different spellings
of an entity. Grouping synonym entities together may discover new associations,
since they may have different relationships with other entities.

The measure function of Mmtrengen for a cell c(e;, e;) is denoted by m fstrength
(c(es, e;)) which computes strength using Dice Coefficient, i.e.,
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mfstrengin(e(eis €5)) = log (142 TS0 )

The strength of a cell representing a pair of entities captures the likelihood of
a relationship between them. The more documents they co-occur in, the higher
the strength.

Given two entities e; and e;, the d entity measure determines if the documents
containing e; are also those containing e; and e;. This happens when e; always
appears together with e;( This implies whenever e; appears, e; is always there),
and we say that e; dominates over e;.

M entiny (cler e)) = {1 if fale(e)) = falelere;))

0 otherwise

For example, mg entity(“9-117,“New York”) = 1 when “9-11" appears in only
those documents containing both “9-11” and “New York”.

For T, the measure Mpath strength(c(e;)) returns the strength of shortest
path(s) between s and t going through e;. Let s path(e;) denote this set of
shortest paths, mpatn strengen is defined as:

Mpath strength(c(ei)) = M(l(EmkEs path(ei)Strength(pik)

where

Strength(pik) = H(C(em,ey)épik mfstrength (C(eajv ey))

When multiple shortest paths between s and t pass through entity e;,
Mpath strength(€i) Will take the maximum path strength among them. A large
Mpath strength(€i) suggests that there exists a path with edges that represent
strong relationships. Hence, e; may be a good entity to explore to establish
useful linkages between s and ¢.

4 Visual Analytics Tool for Entity Relationship Discovery

In this section, we describe our Visual Analytics Tool, ER-Explorer (Entity
Relationship Explorer) can be utilized. The named entity extraction in our sys-
tem is performed by BBN Identifinder [13], which can extract entities of 24
types including person, organization, GPE (Geo-political entities), date and
others. After extracting co-occurrence relationship extraction, Lucene is used to
index all documents by their extracted named entities. The visualization part of
our tool is built upon Chisz’, a free Compound or Hierarchical Graph Visual-
ization Tool based on eclipse Graphical Editing Framework.

Overview of User Interface

ER-Explorer is mainly made up of five views (see Figure Bl), namely, a Network
View, a Document View, a Related Entity View, a Synonym Entity View and a
Path View.

! http://www.cs.bilkent.edu.tr/ ivis/chisio.html



190 H. Dai et al.

I Entity Relationship Explorer FEX)

Eile Edit View Tssk Help
DeB& Q Qs vax ma 54X

B/ oimeri Evidenss Ol as saa Agbar Y|
Insert Cluster Delete SR Sipror

DOCNO23 0.85
DOCNOT1 0.42

Before reappearing In Pakistan, two of the released prisoners Massod
Azhar and Sheikh Omar Saeed reportediy spent time in Afghanistan and

probably with Osama bin Laden. X
Document View 9

/T Related Entitics Of Massad Azhar )

Entity Name. Entity Ty.. Stren.. Dom.. Shortest Path Score &
O Guishanih... GPE 00 ¥ .25
Mohammed Afroz [ HarkaturA.. ORGANL. 033 N 36.23
o [ December 31 DATE 093 N 18.28
Indian ——0.07——. \assod Azhar [ Osamabin.. PERSON 022 N 3319

[0 Kkandahara.. ORGANI. 033 N 1463 v

Related Entity View >

<
e / \,_ [ mserT entiry | | cHoosE MEASURES J
<

024 >
[ Synonym Entities Of Massod Azhar 2
Entity Name Entity Type

[ Shanid Akhtar  PERSON
Afioz O Masood Azhar  PERSON

\_ [inserr entiry Synonym Entity View )

(") Mohammed Afroz to Mohammed Afroz Throu Massod Azhar =
Scare ‘Shottest Paths By Distance

| Nt Giews | 17251 | Sansmrund A e sona gn
| & Path View
° g

Fig. 2. ER-Explorer Interface

Network View is where the user visualizes the network and manipulates
it with visual analytics operations. We visually display entities in TUBE as
nodes and relationships as edges. Entities are shown as boxes in different colors
associated with their entity types. Edges are weighted by the mgrengen of To.
Each conceptual entity is visualized as a compound box drawn to enclose its
component entities.

Document View shows the supporting documents of a selected entity rela-
tionship. These can be read by users to understand the context of entities and
relationships. This view consists of two parts. The upper part lists the document
IDs and their support values with respect to selected entity /relationship. The
lower part displays the content of a document, once that document is selected.
All named objects in the document semantically represented by the selected
entity/relationship are highlighted.

When an entity/relationship is selected in the Network View, the Related
Entity View displays all entities co-occurred with the entity selected or entities
of the selected relationship. The co-occurring entities of an entity e; is defined
as e;.CoEntSet = {aj|la; € A(fa(ei)),a; # e;}. Co-occurring entities are shown
with measures chosen by users using the “CHOOSE MEASURES” button. These
measures includes Mgirength, Md entity from To, and Mpain strengen from Th. A
co-occurring entity can be added to the Network View by using the “INSERT
ENTITY” button. When no entity/relationship is selected, this view lists all
entities in the Network view with values of mpain strengen from 1.

When an entity is selected in the Network View, this view displays synonym
entities derived from T5. A “INSERT ENTITY” button is also provided to add
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synonym entities into the Network View. When an relationship in the Network
View is selected, the Synonym Entity View will be empty.

Path View displays shortest path(s) linking the source entity and the target
entity. When an entity is selected in the Network View, It lists all shortest paths
through this selected entity. When no entity is selected, this view displays all
shortest paths through all entities in the Network view. When a relationship is
selected, this view will be empty.

4.1 Visual Analytic Operations

The visual analytics operations including Insert, Delete and Cluster visually im-
plements TUBE operations. Other operations supporting visualization require-
ments including highlighting, zooming, dragging are also provided. These visual
analytic operations can be found on the toolbar and in the Edit menu of ER-
Explorer.

The visual analytics operation Insert corresponds to SelectCell in 77 and T.
Suppose a user inserts an entity e, the mask value will be changed by setting
B'(c(e)) = 1 in Ty. As for the mask value in Ty, we set B?(c(e,e;)) = 1, where
¢(e;) = 1 in Ty. This reveals all relationships this entity has with all entities in
the Network View.

ER-Explorer provides two ways of inserting an entity. One is using the “IN-
SERT ENTITY” button in the Related Entity View and the Synonym Entity
View. The other is utilizing the Insert button on the toolbar, which opens a
window where all entities existing in the dataset can be retrieved and inserted.
This is helpful when a user knows some entity of interest but does not know
where to find it in any Views.

The Delete operation on a node representing a named object a corresponds
to SelectCell operation on T;. The mask value in 77 will be changed by setting
B'(c(e)) = 0, which visually removes this node from the Network View. However,
the same operation on a node representing a conceptual entity e corresponds to
Remove in T and T%. T will be changed by S; = S7 — {e}, B%(c(ei,ej)) = 1,
where e; € e, c(ej) = 1. The schema part of Ty will also be changed by S} =
St — {e}. As a result, the conceptual entity is decomposed and its elements
are displayed along with their edges connecting entities in the Network View.
The Delete operation on a relationship c(e;, e;) corresponds to the SelectCell
operation on Ty. B%(c(e;, e;)) = 0, which visually hides this edge.

The Cluster operation corresponds to Cluster in 77 and T5. Given a new con-
ceptual entity e created by this operation, Th will be changed as S? = S? U {e},
B?(c(e,e;)) = 1 and B?(c(e,e;)) = 0, where c(e;) = 1in T4, e € e. Ty is
changed as S} = S{ U {e}. To use Cluster, a user first selects the intended en-
tities in Network View for grouping. He/she then clicks on the cluster button.
Visually, all selected nodes are framed by a box representing the new conceptual
entity, which can be renamed for easy reference. After this, all edges linking to
the selected entities are replaced by edges linking the new conceptual entity and
other entities.
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5 Case Study

To demonstrate how our ER-Explorer can help to discover entities and relation-
ships that are relevant to association between two given entities, we describe
a case study where it is used to find the linkage between two terrorists, Mo-
hammed Afroz and Massod Azhar from the IC814 dataset. The dataset was
derived from a report titled “The Hijacking of IC-814: Al Qaeda, Taliban and
Pakistani Factors” which gives a detailed description and analysis about the
hijacking of the Indian aircraft IC-814, a well known terrorist incident in year
1999. We extracted entities of types person, organization, event, GPE, product
and date as they are more relevant to our discovery task. We then extracted re-
lationships by identifying sentences containing at least two named entities and
considered each sentence as a document.

We now describe the process a user will be involved to derive the entity net-
work shown in Figure 3l The user may begin the entity relationship discovery
task by first adding the two entities “Mohammed Afroz” and “Massod Azhar”
into the Network View. With no other entity selected, the user will see a list
of shortest paths between source and target nodes in the Path View. Suppose
the user notices that the path MohammedAfroz <« Indian < MassodAzhar
which suggests the two entities are somehow linked by “Indian”. She adds “In-
dian” into the Network View. Next, the user may refer to Related Entity View as
she selects “Mohammed Afroz” in the Network View. The Related Entity View
shows a list of candidate entities sorted by interestingness measures including
Mstrengths Md entity and Mpath strength - The entity “AfI‘OZ”, a hlgh Mstrength
value in the view looks very similar to “Mohammed Afroz”. It may then be
inserted into the Network View.

As “Indian” and “Afroz” get inserted into the Network View, several new
edges between them also show up in the view. In order to understand the rela-
tionships in these edges, the user refers to the Document View of each edge. She
may find the only document containing both “Mohammed Afroz” and “Indian”
in the sentence “After the confession of Mohammed Afroz was made public by
a statement of the Indian minister” which does not imply any meaningful rela-
tionships. Hence, the corresponding edge linking the two entities is deleted. The
user can also find out that “Afroz” and “Mohammed Afroz” refer to the same
person. She therefore uses the Cluster operation to group them together and
names the new conceptual entity as “C Mohammed Afroz”.

The user subsequently uses the Related Entity View and Path View to explore
other entities co-occuring with “C Mohammed Afroz” or linked to it by shortest
paths. She subsequently inserted “Sandy”, “Osama bin Laden”, and “SIMI” into
the Network View. She will also find “India” as a synonym of “Indian” and group
them into a conceptual entity “C India”. By reading the document containing
“Sandy”, she can also find that the latter is one of the hijackers and has an
alias “Shahid Akhtar Sayeed”. “Shahid Akhtar Sayeed” is then inserted into
the Network View. The Synonym Entity View also suggests “Shahid Akhtar
Sayed” as another similar entity. Subsequent document verification concludes
that they are the same and are grouped into the conceptual entity “C Shahid
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Fig. 3. The Result Network of Our Case Study

Akhtar Sayeed”. After checking the supporting document of “C Shahid Akhtar
Sayeed” and “Massod Azhar”, the user may find out that the two entities are
indirectly linked by “Harkat-ul-Ansar”, an organization.

At this point, several entities and relationships have been found while the
semantics of the links among them can be summarized in three story threads
between Mohammed Afroz and Massod Azhar. The first involves Mohammed
Afroz’s trainning sponsored by SIMI group, which has a close relation with
Osama bin Laden. The latter has ever spent some time with Massod Azhar. The
second conveys the information that Mohammed Afroz was active in several
places in India and was also arrested there, and so was Massod Azhar. The third
says that Mohammed Afroz was trained as a pilot together with Shahid Akhtar
Sayeed, who is a member of Harkat-ul-Ansar organization, of which Massod
Azhar was the general secretary.

6 Conclusions

In this paper, we propose an interactive visual approach to discover entity and
relationships embedded in text data. We have developed a visual analytics tool
called ER-Explorer which is equipped with a versatile data model known as
TUBE to manipulate entity and relationship information and their supporting
documents. We have demonstrated its capability on a hijacking event dataset to
discover relationships between two terrorists. For our future research, we plan to
extend ER-Explorer to discover associations between more than two entities and
to automate some of the exploration subtasks through some tunable parameters.
We are also interested to study how concise textual summary of the constructed
entity network can be generated from the supporting documents for easy reading.
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Abstract. A good feature selection policy which can choose significant and as
less as possible features plays a key role for any successful NIDS. The paper
presents a genetic algorithm combined with kNN (k-Nearest Neighbor) for
feature weighting. We weight all initial 35 features in the training phase and
then select tops of them to implement a NIDS for testing. Many DoS/DDoS
attacks are applied to evaluate the system. For known attacks we can get the
best 97.42% overall accuracy rate while only the top 19 features are considered;
as for unknown attacks, we can get the best 78% overall accuracy rate by top 28
features.

Keywords: NIDS (Network Intrusion Detection System), Network Security,
DoS/DDoS Attacks, Genetic Algorithm, KNN (k-Nearest Neighbor).

1 Introduction

Most NIDSs emphasize both effectiveness and efficiency at the same time. Usually
effectiveness is measured by detection rate and false alarm rate, and efficiency is
measured by responding time for an attack occurred. How to select less but significant
features for the detection engine becomes vital. Furthermore, features should be
weighted because their contributions to the classification are different each other.
That is the goal of the paper. Since DoS/DDoS (Denial of Service/Distributed DoS)
attack is prevalent and becoming one of the main threads to E-commerce systems, we
evaluate our system by DoS/DDoS attacks.

Network intrusion detection systems (NIDSs) are traditionally divided into two
broad categories, misuse detection and anomaly detection. Our system proposed in the
paper belongs to the anomaly detection. For anomaly detection systems, the most
difficult part is how to describe the normal profile, and it is much dependent on the
feature weighting and selection. In the literature, most anomaly-based NIDSs focused
on system architectures or detection engines designs, only few of them addressed on
the feature weighting and selection, such as [1, 2, 3, 4, 5, 6, 7, 8, 9]. Almost all of
them evaluated their approaches by KDD CUP99 TCPDUMP datasets. It means that
their researches were designed for off-line and thus can’t meet the requirement of
real-time processing for NIDSs. This is because the announced 41 features in the
KDD CUP99 were derived from connection, not packet alone. In fact, the 41 features
presented in KDD CUP99 are complicated and varied [1, 6].

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 195 2008.
© Springer-Verlag Berlin Heidelberg 2008
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All features used in the paper are derived from packet headers and gathered using a
two-second time window. So naturally the method proposed in the paper can be
implemented to be real-time, i.e. making a decision per two seconds. If necessary, we
can shrink the time window to one second or half a second. Basically, we adopt
genetic algorithm combined with kNN to evolve the weight vector of features. Then
we drop the least weighted feature one by one to evaluate the performance of our
NIDS. The rest of the paper is organized as follows. Genetic algorithm and kNN are
briefly introduced in Section 2. Our proposed method is described in detail in Section
3. Experimental results are shown in Section 4. Finally, a conclusion remark is given
in Section 5.

2 Background

We briefly introduce genetic algorithm and kNN in the section because our approach
is a GA/KNN hybrid.

2.1 Genetic Algorithm (GA)

The GA is essentially a type of search algorithm used to solve a wide variety of
problems. Its goal is to create optimal solutions to problems [10]. A potential solution
is encoded as a sequence of bits, characters or numbers. This unit of encoding is
called a gene, and the encoding sequence is known as a chromosome.

The GA begins with a set of chromosomes, called population, and an evaluation
function that measures the fitness of each chromosome. Usually an initial population
of chromosomes is created by complete randomization. During evolution,
chromosomes in the population are evaluated according to the fitness function. Based
on their fitness values, better chromosomes are selected as parents by selection
procedure, and then the parents perform crossover and mutation to form new children
chromosomes. Finally some chromosomes in the current generation are replaced by
the new ones if necessary, to form the next generation. The evolution is going on until
some predefined situation is met, such as the number of iteration reached or
acceptable fitness value appeared.

The design of fitness function is the most important issue in GA because a good
one can significantly improve the outcome of GA. In the paper, we apply the
classification result of kNN to design our fitness function.

Headings. Headings should be capitalized (i.e., nouns, verbs, and all other words
except articles, prepositions, and conjunctions should be set with an initial capital)
and should, with the exception of the title, be aligned to the left. Words joined by a
hyphen are subject to a special rule. If the first word can stand alone, the second word
should be capitalized. The font sizes are given in Table 1.

Here are some examples of headings: "Criteria to Disprove Context-Freeness of
Collage Languages", "On Correcting the Intrusion of Tracing Non-deterministic
Programs by Software", "A User-Friendly and Extendable Data Distribution System",
"Multi-flip Networks: Parallelizing GenSAT", "Self-determinations of Man".
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2.2 kNN (k-Nearest Neighbor)

One common classification scheme based on the use of distance measures is that of
the k-Nearest Neighbor. When a classification is to be made for a new item, its
distance to each item in the sampling set must be computed. Only the & closet entries
in the sampling set are considered further. The new item is then classified to the class
that contains the most items from this set of k closet items.

The distance between two instances represents their similarity; hence ingredients of
an instance denote corresponding features. Euclidean distance is usually adopted in
the kNN. For any two n-feature instances, say X = (x1, x,, ..., x,) and Y = (y1, y, ...,
v,), their Euclidean distance is computed as:

dist(X,Y) = \/(xl — 2 (= yo) P o (x, — )2 (1)

A major drawback of such distance measure, i.e., similarity measure used in the
kNN is that it regards all features equally. Such phenomenon is especially severe
when only a small subset of the features is really contributed to classification.

3 Our Approach

Our proposed NIDS is described by three parts in the section. We present all features
that are considered in the paper, state the encoding of a chromosome and the fitness
function, and finally describe the details about selection, crossover and mutation.

3.1 Features for NIDS Design

The paper proposes a fast mechanism to detect DoS/DDoS attack from network
traffic, so all of the features come from the headers, including IP, TCP, UDP, ICMP,
ARP, and IGMP. Table Al lists all of the 35 features considered in the paper. Every
experimental instance contains the 35 feature values observed from one time unit (two
seconds in the paper) of network traffic. Since some feature values may be extremely
large and dominate the distance calculation in Equation (1), we have to normalize
each feature value to the interval [0, 1] as follows.

——
Normalization of f; = A (2)

I+e Vi
In Equation (2), f; denotes the observed value of feature i, e represents the Euler
number (e = 2.7182818284), and k is a constant depend on feature and determined by
domain expert in the training phase. Equation (2) makes one instance independent to
other instances during the normalization. This is why our proposed method can be

easily implemented to a real-time network detection system.

3.2 Genes, Chromosomes and Fitness Function

The goal of GA is to find an optimal weight vector, say W = [wy, ws, ..., w,], in which
w; represents the weight of feature i, 1 < i < n. The W will influence the distance
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computation and finally promote the kNN classification. In the paper, for any two n-
feature instances, say X = (x;, x, ..., x,) and Y = (y1, 2, ..., Y»), We compute their
distance by the following equation.

dist (X.Y) = \Jw,(x, = 307 +w, (2, = y,)* + o +w,(x, = 3,)° 3)

Each w;, a real number in the interval [0, 1], is a gene, and a feasible weight vector
is a chromosome. Chromosomes in the initial population are randomly generated.
After evolution of GA in the training phase, we can get an optimal weight vector,
which leads to the best result of kNN classification.

The fitness function we applied to evaluate each chromosome during the evolution
is shown in Equation (4), which denotes the overall accuracy rate of kNN
classification on the training dataset. In the equation, Total represents the total
number of instances in the labeled training dataset, and FP and FN represent the
numbers of false positive instances and false negative instances, respectively.

_ Total — FP — FN

fitness = 4)
Total

3.3 Selection, Crossover, and Mutation

Roulette Wheel selection is used to choose two chromosomes from parent population
to produce children chromosomes. By Roulette Wheel, the larger fitness value a
chromosome has, the more chance it gets to be chosen as parent.

We apply two-point crossover to exchange genes between parent chromosomes.
The genes between two crossover points of parents are exchanged to produce
children. In mutation, we set every chromosome has 10% probability to mutate. For a
chromosome that gets the chance to mutate, we set each gene also has 10%
probability to be randomly changed. If a mutated chromosome’s fitness is larger than
that of its original form, it then replaces the original one. Otherwise, the mutated
chromosome is ignored.

4 Experimental Results and Analyses

A commercial application named IP Traffic [11] was applied to produce background
traffic, which can generate any amount of TCP/UDP/ICMP packets. Two hosts
running IP Traffic played sender and receiver, respectively, and we deployed the
receiver in the LAN and the sender transmitting packets through the Internet. Using
IP Traffic, we can choose protocol and data source with mathematical laws (Pareto,
Uniform, and Exponential), file or packet generator with configurable contents. Inter-
packet delay and packet size can be selected. Normally we kept the network traffic
amount in the range of 10 to 80 Mbps. One laptop in the LAN launched DoS attacks
against the victim. Our system was coded by Microsoft Visual C++, and run on a
laptop with Windows XP.

All of the 65 attack programs used for experiments were downloaded from the VX
Heavens website (http://vx.netlux.org/), which is maintained by the well-known
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Kaspersky. In the website, there are 207 programs for Win32 belonging to the DoS
category. However, maybe missing some specific DLLs only 65 can be executed.
Thus, totally 65 DoS attcaks were considered in the experiments. All experimental
datasets can be found in the website on http://163.25.149.41/isi2008 (or
http://163.25.148.92/isi2008/). Three kinds of datasets were used: sampling dataset,
training dataset, and testing dataset. Every instance in the datasets is a 35-feature
vector obtained from sniffing network packets for one unit of 2 seconds. Certainly,
every instance has been normalized by Equation (2). The sampling dataset contains
100 normal instances and 100 attack instances, which is used for kNN classification.
The training dataset contains 600 normal instances and 600 attack instances, using to
calculate fitness value of chromosome in GA evolution.

Initially, we randomly generated 30 chromosomes for the initial population. Using
the training set, each chromosome, say W = [wy, wy, ..., wss], was evaluated by
computing its fitness value by Equation (4), while the distance calculation followed
Equation (3). So, in order to obtain one chromosome’s fitness value, Equation (3)
should be computed 1,200 x 200 = 180,000 times because there are totally 1,200
instances in the training set and 200 instances in the sampling set. Figure 1 shows
the fitness values during the evolution for the case of 30 chromosomes and 100
generations. For each generation, only the best chromosome’s fitness was cared.
The experiment was repeatedly run 5 times. In the figure, the bold line depicts the
maximal fitness value among all runs, and the thin line depicts the average of
all runs.

In Figure 1, we have got the maximal fitness among all runs to be 0.965, which
was obtained by the chromosome given below. Table A2 lists the sorted 35 features

by their weights.
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Fig. 1. Fitness vs. generation
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[ 1:0.437, 2:0.0453, 3:0.0537, 4:0.3091, 5:0.8914, 6:0.1056, 7:0.8767, 8:0.4591, 9:0.3627,
10:0.9682, 11:0.7047, 12:0.6193, 13:0.0317, 14:0.0489, 15:0.026, 16:0.0217, 17:0.7894,
18:0.0189, 19:0.5274, 20:0.1518, 21:0.6561, 22:0.064, 23:0.4444, 24:0.1203, 25:0.0544,
26:0.2404, 27:0.9812, 28:0.1592, 29:0.0646, 30:0.6866, 31:0.7586, 32:0.9327, 33:0.8225,
34:0.5816, 35:0.0128 ]

All attack instances in the sampling and training datasets were derived from 20 out
of the total 65 DoS/DDoS programs. Using the same 20 attack programs to generate
TestA dataset for known attacks, the other 45 programs were applied to generate
TestB dataset for unknown attacks. Both TestA and TestB contained 600 attack
instances and 600 normal instances.

While all of the 35 features were considered, performances for TestA and TestB
are shown in Table 1. The true positive rate and false positive rate for TestA are
93.83% and 0.33% respectively, and for that of TestB are 51.17% and 1%,
respectively. The overall accuracy for TestA is 96.75% and for TestB is 75.08%. The
term of overall accuracy is computed as (TP+TN) / (TP+FP+TN+FN).

Table 1. Performances for TestA and TestB as all of the 35 features being considered

TestA TestB
P 93.83% 51.17%
FP 0.33% 1%
™™ 99.67% 99%
FN 6.17% 48.83%
Querall 96.75% 75.08%
CCuraCy

Next we removed feature one by one from the least one; as one feature being
removed, we retrained for the best chromosome and re-evaluated by TestA and TestB.
The results are shown in Figure 2 for TestA and Figure 3 for TestB. For comparison,
we also depict performances of untrained weight vectors in both figures by white
lines. An untrained weight vector has all members to be 1, i.e., all features being
treated equally. In Figure 2, the best performance in term of overall accuracy occurred
as top 19 features were applied, and it was 97.42%. Contrast to all 35 features was
applied in which the overall accuracy was 96.75%. In Figure 3, the best accuracy was
78% as top 28 features were applied. However, as all 35 features were applied, the
result was slightly lowered to be 75.08%. It is interesting to conclude that as
the number of applied features is larger than (or less than) a specific number the
performance of weighted vector is significantly superior to that of untrained vector.
This may due to some features are not necessary to be considered. As the features are
refined and the size is reduced, the performance of weighted vector is close to that of
untrained weighted vector in term of overall accuracy.
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Fig. 2. Performances with different number of features for TestA
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Fig. 3. Performances with different number of features for TestB

5 Conclusion

We have proposed a method to weight features of DoS/DDoS attacks, and analyzed
the relationship between detection performance and number of features. Different to
previous works, our method can be and really have been implemented to a real-time
NIDS. This is because all features applied in the paper are directly collected from
packet headers. All 35 features were evaluated and weighted. According to our
experiments on DoS/DDoS attacks, (1) for known attack detection the best overall
accuracy was 97.42% for which only top 19 features were considered; (2) for
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unknown attack detection the best overall accuracy was 78% for which top 28
features were considered.
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Appendix
Table Al. List of all features
No| Prot. Feature No Prot. Feature
1 IP S.IP slots hit 19 TCP URG_Flag+URG_data count
2 TCP S.IP+S.port slots hit 20 TCP ACK_Flag+ACK count
3 TCP S.IP+D.port slots hit 21 TCP Checksum_error count
4 TCP S.IP+SYN count 22 TCP Same_length_interval count
5 TCP S.IP+URG_Flag+URG_data count 23 TCP  |Port (20)+length(>1400) count
6 TCP S.IP+ACK_Flag+ACK count 24 UDP S.port count
7 ARP S.IP+ARP count 25 UDP D.port count
8 1P D.IP slots hit 26 UDP checksum_error count
9 1P Header length!=20 count 27 UDP Same_length_interval count
10 1P MF_Flag count 28 ICMP Type error count
11 1P (Total length>1400 Il <40) &&TTL == 29 ICMP checksum_error count
64 count
12 1P checksum_error count 30 ICMP Length>1000 count
13| TCP S.port slots hit 31 IGMP Type error count
14 TCP D.port slots hit 32 IGMP checksum_error count
15| TCP S.port count 33 IGMP Length>1000 count
16| TCP D.port count 34 ARP Size error count
17| TCP Sequence_number==0 count 35 Total packet number
18 TCP SYN count
Table A2. List of sorted features by their weights
rank Prot. feature weight | rank Prot. Feature weight
! ypp | Samelengthinterv | 501 | 19 | TP | S.IP4SYNcount | 0.3091
al count
2 P MF_Flagcount | 09682 | 20 | upp | checksumemor | o, 0,
count
3 | 1GMP Ch“kcssumnfm” 09327 | 21 | ICMP | Type errorcount | 0.1592
4 TCP S.IP+URG_Flag+U 0.8914 » TCP ACK_Flag+ACK 0.1518
RG_data count count
5 ARP S.IP+ARP count 0.8767 23 UDP S.port count 0.1203
6 | IGMP | Length>1000count | 0.8225 | 24 | tcp | STPHACK Flagh 4050
ACK count
7 TCP Sequence_number= 0.7894 25 ICMP checksum_error 0.0646
=0 count count
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Table A2. (continued)
8 | IGMP | Typeerrorcount | 07586 | 26 | Tcp | Samelengthinte |60
rval count
(Total length>1400 II
9 1P <40)&&TTL==64 | 0.7047 27 UDP D.port count 0.0544
count
10 | ICMP | Length>1000count | 0.6866 | 28 | tcp | ST +Dl'fi’f“ slots | 0537
11 TCP checksum_error | (561 | 59 TCP D.portslots hit | 0.0489
count
12 P checksum_error 0.6193 30 TCP S.IP+S.pprt slots 0.0453
count hit
13 ARP Size error count 0.5816 31 TCP S.port slots hit 0.0317
14 | tep | URGFlagrtURGA | 500 | 5 | 1cp S.port count 0.026
ata count
15 1P D.IP slots hit 0.4591 33 TCP D.port count 0.0217
Port
16 TCP | (20)+length(>1400) | 04444 | 34 TCP SYN count 0.0189
count
17 P S.IP slots hit 0437 | 35 Total packet | 5
number
1=
18 P Header length!=20 03627

count
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Abstract. Detection of intrusion on network servers plays an ever more impor-
tant role in network security. This paper investigates whether analysis of incom-
ing connection behavior for properties of locality can be used to create a normal
profile for network servers. Intrusions can then be detected due to their abnor-
mal behavior. Experiments show that connections to a typical network server do
in fact exhibit locality, and attacks can be detected through their violation of
locality.

Keywords: Computer network security, local area networks, network servers,
intrusion detection.

1 Introduction

The number of computers connected to the Internet continues to increase at a rapid
pace. These computers are ready targets for malicious attacks. While network fire-
walls protect most computers, firewalls cannot stop all intrusions. Furthermore, if an
intrusion is not detected, a trusted computer can be hijacked for use as a drone in a
botnet or for other undesirable purposes. In particular, network servers are vulnerable
to intrusions because they often sit at the boundary between the inside and outside of
a firewall and receive connections from both sides. If such a server is hijacked, the at-
tacker then has access to computers inside the firewall. Typically, a large number of
users rely on the continuous availability of a server. Thus, it is important to detect
server intrusions when they do occur.

The approaches to detecting malicious intrusions can be divided into two major
categories: signature-based detection and behavior-based detection. Signature-based
detection relies on past observation of the characteristics of a network connection that
was known to be an intrusion. Those characteristics make up a signature for that type
of intrusion. If a new connection matches an existing signature, it is probable that the
connection represents an intrusion. One advantage of this approach is a high confi-
dence that the new connection is indeed an intrusion. One disadvantage is the inability
to recognize an intrusion that does not match any of the existing signatures.

Behavior-based detection does not look for the characteristics of a specific type of
intrusion. Instead, a profile of normal network traffic is created. A network connec-
tion that does not fit the profile is then suspect. Note that behavior-based detection
will easily coexist with signature-based detection. One need not be used in lieu of the
other; in fact, the two types of detection complement each other.

C.C. Yang et al. (Eds.): IST 2008 Workshops, LNCS 5075, pp. 205216, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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The particular type of behavior we wish to investigate involves the principle of lo-
cality. A practical application of locality arises in the memory cache of a modern
computer. A piece of data that has been retrieved recently from memory is likely to be
accessed again in the near future, so it is worthwhile to store it temporarily in the
cache, where it can be accessed with less delay. Periodically, a piece of data that has
not been accessed for a long time is removed from the cache to make room for newer
data. For intrusion detection, we use two types of working sets: one type contains IP
addresses of incoming network connections and the other type contains the ports used
by the connections. Both types function as a kind of cache, with the expectation that
connections are likely to be made from IP addresses that have connected recently, and
that these connections will likely reuse ports that have been used recently.

In this paper, we describe a locality-based method for detecting anomalous incom-
ing connections to a network server. Analysis of the normal incoming connections to
the server yields a profile. We demonstrate that connections to a production server do
in fact fit a profile; hence, we can use the profile to detect intrusions.

The rest of the paper is organized as follows. Section 2 describes related work.
Section 3 details the connection analysis algorithm. Section 4 explains the experimen-
tal setup and results. Finally, section 5 concludes the paper.

2 Related Work

In [1], locality-based analysis was used to build a profile of outgoing network traffic
from a personal computer on a local area network. The profile included two important
parameters for the working set of recently contacted IP addresses: the removal inter-
val, or how often an IP address was removed from the set, and the size threshold. If
the working set grew above the size threshold, this violation of locality indicated that
suspicious behavior was occurring. The analysis used the fact that the pattern of out-
going network traffic from a personal computer was closely correlated with human
behavior, including common tasks such as email and web surfing. A behavior-based
approach has been used to detect the spread of worms [3] and viruses [5]. The authors
of [3] noted that outgoing connections created by worms fail to connect more often
than those from legitimate users or applications, so worms could be detected by
counting these failed connection attempts. The virus detection method in [5] relied on
the observation that, under normal conditions, there is a limit to the rate at which a
computer makes new outgoing connections. In [6], malicious network behavior was
detected by correlating network traffic with user activity. [4] found that a human user
is likely to make network connections to recently visited machines, in accordance
with the principle of locality. [7] and [8] incorporated the principle of locality to de-
velop a worm detection system using a sliding time window of different sizes. The
window included the connections made during the time interval, and the different
sizes were designed to capture attacks with varying rates of connection.

These past studies focused on the behavior of outgoing traffic. In contrast, we in-
vestigate whether incoming connections to a network server, which include both
human-initiated connections and automated network traffic, also exhibit evidence of
locality. We propose that the incoming connections to a network server can be
subjected to locality-based analysis to create a normal profile.
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3 Connection Analysis

Our connection analysis algorithm watches each packet as it arrives at the server and
determines to what connection and session it belongs. A connection is defined as a
stream of packets between two IP addresses. A session is a pair of (source, destina-
tion) ports used by a connection. Each connection may have more than one associated
session. The algorithm keeps a working set of incoming connections. This working
set has variable size with removal of the least recently used connection at regular in-
tervals of time, as described in [2]. The connection working set stores the most recent
access time for each connection.

The algorithm also associates each connection with a working set containing its
sessions. Like the overarching connection working set, the session working sets use
variable size with removal of the least recently used session at fixed removal inter-
vals. See Figure 1 below for a diagram of the working set structure.

Over time, the connection working set will grow or shrink based on the behavior of
the incoming connections. If new connections are always made from IP addresses al-
ready in the working set, the size will decrease as connections are automatically re-
moved. If new connections are always made from IP addresses not in the working set,
the size will increase if the rate of new connections exceeds the rate at which connec-
tions are removed from the working set. Each session working set will exhibit similar
behavior based on the ports used by its associated connection.

If the incoming packet belongs to a connection that already exists in the working
set, the algorithm updates the most recent usage time of the connection. If no connec-
tion exists in the working set for the packet, a new connection is created. Likewise,
the algorithm updates the most recent usage time in the session working set if the
packet belongs to an existing session; otherwise, it adds a new session for the packet.
At regular intervals of time, the algorithm scans through the connection working set

Working set structure
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and removes the least recently used connection. The interval is a constant parameter
called the connection removal interval. The algorithm also scans through each session
working set at regular intervals and removes the least recently used session from each.
The session removal interval can be adjusted independently from the connection re-
moval interval. Over time, the working sets will vary in size depending on the behav-
ior of the incoming connections and sessions.

A working set exhibits locality if its size does not grow past a certain level, or
threshold, over time. The locality arises in the idea that connections are likely to be
made from IP addresses already in the connection working set and incoming packets
are likely to belong to a session already in a session working set. Once a normal size
threshold for a given server has been determined, the growth of the working set past
that size threshold would indicate violation of locality, and hence would detect
anomalous network behavior that could correspond to a malicious attack. The two
types of working sets function concurrently to detect different kinds of attacks. Viola-
tion of locality in the connection working set would indicate an attack originating
from multiple IP addresses. Violation of locality in a session working set would indi-
cate an attack that connects to multiple ports. In our experiments, we will use working
set analysis to show that connections to a typical network server and their associated
sessions do in fact exhibit locality.

4 Experimental Results

We used the Wireshark network protocol analyzer [9] to capture the headers of all
network packets incoming to and outgoing from a production network server for a
class at our university over a period of four workdays, Tuesday through Friday, from
December 5 through 8, 2006. This server, which ran the Microsoft Windows Server
2003 operating system, was used by students to access class-related information. Dur-
ing the four-day period, 29666 connections were made to the server, with 2520223
incoming packets.

4.1 Connection Working Set Behavior

We chose a one-hour window from 13:00 to 14:00 during each day to focus our study.
See Table 1 below for the breakdown of incoming connections and packets during the
one-hour window each day. Note that there is strong consistency in the connection
counts among the four days; in fact, the connection count never varies by more than
2.1% from the mean.

Table 1. Number of incoming connections and packets by day during the 13:00 to 14:00
window

Day Incoming Connections Incoming Packets
Tuesday 336 31698
Wednesday 338 27436
Thursday 349 30041
Friday 344 37416
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Tuesday working set size vs time with varying removal interval
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Fig. 2. The size of the Tuesday connection working set over time, given a fixed removal inter-

val. The size does not exceed 125.
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Thursday working set size vs time with varying removal interval
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Fig. 4. The size of the Thursday connection working set over time, given a fixed removal inter-
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Fig. 5. The size of the Friday connection working set over time, given a fixed removal interval.
The size does not exceed 127.

These four sets of data, one for each day from Tuesday through Friday, serve as
four separate observations of connection behavior. We analyzed each of the four sets
individually. Figures 2, 3, 4, and 5 below show connection working set behavior for
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Tuesday, Wednesday, Thursday, and Friday, respectively. Each figure shows the size
of the working set during the one-hour period, given a certain fixed removal interval.
The eight lines in each figure represent removal intervals of 2, 4, 6, 8, 10, 12, 14, and
16 seconds.

Several observations stand out from these data. On each of the four days, the work-
ing set size reaches a near-constant level within about 300 seconds. There is clear
consistency in the behavior of the working sets across the four days. The working set
sizes do not exceed 125, 129, 136, and 127 on Tuesday, Wednesday, Thursday, and
Friday, respectively. As the removal interval increases, the maximum size of the
working set also increases. This is expected, because connections are being removed
less often from the working set. The data support the idea that incoming connections
to a network server behave in accordance with the principle of locality. For this net-
work server, we can choose a connection removal interval of between 2 and 16 sec-
onds and a threshold of about 150 for violation of locality. The experimental data also
indicate that the working set size remains constant for a wide range of removal inter-
vals (between 2 and 10 seconds), but starts to deviate when the removal interval is
greater than 10 seconds. Thus, the working set need not be updated very frequently
during real-time monitoring.

These working sets include only incoming connections to a network server. The
working sets in [1] that consisted of outgoing connections from a personal computer
differed in the size threshold for violation of locality. Under normal behavior, which
included mostly human-initiated activity, the working set did not grow past a size of 6
connections when using a removal interval of 2 seconds. Here, our server working
sets do not grow past a size of about 120 connections when using a removal interval
of 2 seconds. Note that we do not yet have experimental data for attacks on the server
from multiple computers to test whether violation of locality would occur, although
we plan to carry out such experiments in the future. However, we expect that an at-
tack originating from multiple IP addresses, such as a distributed denial-of-service at-
tack, would cause the size of the working set to exceed the threshold. The consistency
of the working set size over time assures us that normal incoming connections to the
server follow a predictable pattern.

4.2 Session Working Set Behavior

We carried out a TCP/IP fingerprinting attack against the server using nmap [10], a
network security scanner. This attack connects to more than 1000 ports on the target
machine in an attempt to determine the operating system running on the machine,
based on the characteristic pattern of open and closed ports exhibited by various oper-
ating systems. The attacker can then design an attack against the particular operating
system that was detected. Figures 6, 7, and 8 below are semilog graphs of session
working set behavior under the fingerprinting attack, using a session removal interval
of 2, 4, and 6 seconds, respectively. In addition, we also conducted a port scan attack
using nmap. This attack connects to more than 1700 ports on the target machine to de-
termine which ports are open and possibly vulnerable to attack. Figures 9, 10, and 11
below are semilog graphs of session working set behavior under the port scan attack,
using a session removal interval of 2, 4, and 6 seconds, respectively.
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Fingerprinting attack with session removal interval of 2 seconds
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Fig. 6. The size of the largest session working set over time, given a removal interval of 2 sec-
onds, under a fingerprinting attack. Maximum size of the largest session working set is 12 when
not under attack.

Fingerprinting attack with session removal interval of 4 seconds
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Fig. 7. The size of the largest session working set over time, given a removal interval of 4 sec-
onds, under a fingerprinting attack. Maximum size of the largest session working set is 19 when
not under attack.
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Fingerprinting attack with session removal interval of 6 seconds
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Fig. 8. The size of the largest session working set over time, given a removal interval of 6 sec-
onds, under a fingerprinting attack. Maximum size of the largest session working set is 29 when

not under attack.

Port scanning attack with session removal interval of 2 seconds
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Fig. 9. The size of the largest session working set over time, given a removal interval of 2 sec-
onds, under a fingerprinting attack. Maximum size of the largest session working set is 12 when

not under attack.
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Port scanning attack with session removal interval of 4 seconds
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Fig. 10. The size of the largest session working set over time, given a removal interval of 2
seconds, under a fingerprinting attack. Maximum size of the largest session working set is 14
when not under attack.

Port scanning attack with session removal interval of 6 seconds
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Fig. 11. The size of the largest session working set over time, given a removal interval of 2
seconds, under a fingerprinting attack. Maximum size of the largest session working set is 25
when not under attack.
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The figures also include the size of the connection working set as a separate line.
Recall that each connection in the connection working set has an associated session
working set. Each figure shows the size of the largest session working set among all
the connections. The figures include a one-hour period surrounding the attack.

In Figures 6 through 8 above, the fingerprinting attack appears as a steep rise in the
size of the largest session working set to over 1000. In Figures 9 through 11 above, the
port scan attack appears as a steep rise in the size of the largest session working set to
nearly 2000. As sessions are removed from that largest working set, the size gradually
decreases. The sudden drop in the size of that set occurs when the connection that per-
formed the fingerprinting attack is removed from the connection working set. When
there is no attack present, the size of the largest session working set never exceeds a cer-
tain level. For the fingerprinting attack, with a removal interval of 2, 4, and 6 seconds,
the maximum size is 12, 19 and 29, respectively. For the port scan attack, with a re-
moval interval of 2, 4, and 6 seconds, the maximum size is 12, 14 and 25, respectively.
The data support the thesis that incoming sessions behave in accordance with the princi-
ple of locality. For this network server, we can choose a session removal interval of be-
tween 2 and 6 seconds and a threshold of about 35 for violation of locality.

Note that the connection working set size, represented by a dotted line in the six at-
tack data figures above, remains nearly constant at about 100. This is consistent with
our earlier observations regarding connection working set behavior. We would not
expect an attack from a single IP address to affect the connection working set.

5 Conclusion and Future Work

Our experimental results showed that connections to a typical network server and
their associated sessions exhibit locality. We demonstrated that this allows us to gen-
erate a normal profile for the network server. By conducting attacks on the server, we
confirmed that violation of locality occurred in a session working set, allowing us to
detect the attacks.

A strength of our locality-based intrusion detection method is its simplicity of im-
plementation in real-time. One type of attack for which signature-based detection
complements our method is “sneaky” scans, that is, scans that connect at a rate too
slow to affect the working set in a detectable manner.

In the future, we wish to gather data over several weeks to confirm that the net-
work connection and session behavior remains consistent over longer periods. The
session working set successfully detected attacks from a single computer on multiple
ports. We also plan to mount coordinated attacks on a server from multiple computers
to show that the connection working set is able to detect such attacks.
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Abstract. Because of the high impact of high-tech digital crime upon
our society, it is necessary to develop effective Information Retrieval (IR)
tools to support digital forensic investigations. In this paper, we pro-
pose an IR system for digital forensics that targets emails. Our system
incorporates WordNet (i.e. a domain independent ontology for the vo-
cabulary) into an Extended Boolean Model (EBM) by applying query
expansion techniques. Structured Boolean queries in Backus-Naur Form
(BNF) are utilized to assist investigators in effectively expressing their
information requirements. We compare the performance of our system on
several email datasets with a traditional Boolean IR system built upon
the Lucene keyword-only model. Experimental results show that our sys-
tem yields a promising improvement in retrieval performance without the
requirement of very accurate query keywords to retrieve the most rele-
vant emails.

1 Introduction

As our dependency on information and communications technology increases,
so does our exposure to computer-related vulnerabilities and threats. The UK
National Hi-Tech Crime Unit (NHTCU) estimated that the financial impact of
hi-tech crime on UK business rose from £190 million in 20037 to £2.4 billion
in 20043, In Australia, it has also been observed that the financial impact of
hi-tech crime increased from 2003 to 2005 by more than AU$10 million”. As a
consequence, the development of an effective IR system for digital forensics is
necessary to enhance information security.
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Digital forensics aims to recreate the temporal causal sequence of events aris-
ing from the unauthorized intrusion of digital systems [I] and to present it as
evidence in a court of law. It deploys computer techniques for the recovery,
authentication, and analysis of digital evidence, which can be collected from
various sources, such as storage devices like hard drivers, removable disks, net-
works, or embedded digital systems [2]. It is clear that digital forensics plays an
importance role in cyber-crime investigations.

Nowadays email is one of the most important sources of digital evidence. The
analysis of emails can reveal a large amount of important information that is
of interest to the investigator, such as intellectual property theft. Considering
the importance of emails, we develop a novel email retrieval system, which can
index, summarize and analyze textual data semantically, to retrieve suspicious
information for investigators using more flexible query keywords. In general, the
system uses WordNet to expand and refine Boolean queries with semantically
related terms. Specifically, for negation queries, the retrieved emails are limited
to those that are judged to be relevant to positive query keywords but irrelevant
or negatively relevant to negated query keywords.

The rest of the paper is organized as follows: an overview of related work is
given in Section 2l Section [B discusses our query processing technique. Following
this, the mathematical IR model is described in Section @l Section [Hl explains the
implementation of our system. Some experiments with this system are reported
and compared in Section [G], followed by concluding comments in Section [7l

2 Related Work

Since our system can be seen as the combination of the WordNet ontology and
the Extended Boolean Model (EBM), we first trace the development of EBM
and WordNet based query expansion techniques.

Salton et al. [3] noticed that it is impossible for the pure Vector Space Model
(VSM) to incorporate phrase-like constructs or a set of synonyms to facilitate
users to explicitly express structured queries by using “AND” and “OR” Boolean
operators, like that in the traditional Boolean Model (BM). By taking into ac-
count this concern, they proposed an extended Boolean IR strategy based on P-
normal model under the premise of VSM discussed in [4]. We agree with Salton
et al. that for disjunction queries (i.e. “OR” queries), a document containing
all query terms should be conceptually more relevant than that containing fewer
query terms; but for conjunction queries (i.e. AND), a document containing none
of the query terms should be less relevant than that containing some but not
all of query terms. However, the choice of P value limits the performance of this
model, which means the final optimal P value varies for different query types
and its value still has to be experimentally determined. Based on the General-
ized VSM (GVSM) proposed in [5], Wong et al. presented another approach to
map the Boolean retrieval environment to the vector space environment so that
Boolean queries can be handled by explicitly expressing term vectors. In fact,
our system can be taken as the extension of VSM with Boolean query processing
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in terms of query expansion based on WordNet and the generalized Boolean
query formulation.

For query expansion based on WordNet, there have been quite a few attempts
in the literature of IR with the purpose of handling term-mismatching problems.
These approaches attempt to use the semantic information extracted from var-
ious lexical sources to refine user’s queries in order to improve the accuracy of
IR. How to decide the semantically related terms to be added to the original
queries is still a challenging issue. In 1994, Voorhees [6] conducted a series of
experiments on WordNet based query expansion. She used three different query
expansion strategies. It was found that the performance improvement can only be
observed on short queries; there was no significant difference in retrieval perfor-
mance for long queries. However, she did not take into consideration the Boolean
queries in a logical model [7], which query expansion can benefit from. In 1998,
Mandala et al. [§] presented an approach that used co-occurrence-based and
predicated-argument based thesaurus to enrich WordNet. It yielded a substan-
tial improvement. Similarly, in the work of [J], a local thesaurus was generated
by projecting the initial query result onto a global thesaurus. A hybrid approach
that combined the local and global thesaurus was used to refine the original
query. Analogously, other query expansion techniques considering such as syn-
tactic, statistical, word sense, semantic network, have been evaluated in [I0],

[11], [12], [13] and [14] respectively.

3 Query Processing

The technique we present here to process user queries is built upon the adop-
tion of query term weighting and query re-formulation. A primitive approach of
handling semantic negation query is also discussed.

3.1 Introduction to WordNet

WordNet is a large general-purpose lexical dictionary manually-built by Goerge
Miller and his colleagues at Princeton University based on the phycholinguistic
principles [I5]. Due to the capability of searching dictionaries conceptually, it
has been pervasively taken as a corpus independent ontology for vocabulary in
Natural Language Processing (NLP). The vocabulary in WordNet is divided
into four syntactic taxonomies, i.e. nouns, verbs, adjectives, and adverbs, which
are grouped into synonym sets (i.e. synset). Synsets are the basic objects of
WordNet representing the underlying lexicalized concepts. They are generated
according to the different word senses and linked by the semantic relations,
which include synonymy, antonymy, hyponymy/hypernymy, meronym /holonym,
troponymy and entailment [15].

In this paper, we consider only two relationships: (1) Synonymy: a relationship
in which two terms involved are expected to be interchangeable; (2) ISA: a
relationship is also referred as a hyponym/hypernym relationship in the same
context; instead of the features inherited from the hypernym, a hyponym has
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Hypernym
relation

“omputing Synonym
machine relation
Digital ™ /7 . N Hy[lJol?ym

computer refauon

Fig. 1. Hierarchical relation of the word “computer” in WordNet with the sense of a
“machine for performing calculations automatically”

at least one feature that discriminates itself from its hypernyms and from other
hyponyms of that hypernym [I5]. For example, Fig. [[l shows the hierarchical
tree structure of WordNet which is constituted with synonym, hypernym and
hyponym by adopting an example term “computer” in the sense of “machine”.
We call two terms semantically similar if there is a short direct/indirect link
between two terms in WordNet. The semantic distance is the minimum number
of edge(s) from one term to the other, and the distance between two terms which
are not semantically similar is considered to be infinite. This definition will be
used in next section to develop a term weighting function based on edge-counting
measure.

3.2 Query Specification

We use the Extended BNF (EBNF) notation [I6] to specify the three kinds of
Boolean queries, e.g. disjunction query, conjunction query and negation query.
The BNF for those queries is defined as bellow:

Q = 1" ([+] — |white-space] keyword) (1)

where “+” for conjunction (i.e. required terms which have to be contained in
all retrieved documents); “—” for negation (i.e. negated terms which cannot
be contained in any of the retrieved documents); “white-space” for disjunction
indicates the terms are optional.

As an example of boolean queries in EBNF, consider the query “+4trackball
+compaq keyboard —celeron”. This query requires: 1) that the terms “trackball”
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and “compaq”, or their semantically related expansion terms must appear in the
retrieved documents; 2) that the term “keyboard” and its semantically related
expansion terms may or may not appear in the retrieved documents, which
means they are optional; 3) and documents that contain the term “celeron” and
its semantically related expansion terms must not be retrieved.

3.3 Query Expansion

In the field of IR, the most common way of undertaking query expansion with
semantically related terms is to use linguistic information extracted from vari-
ous lexical sources, such as WordNet. In order to tackle the term-mismatching
problem caused by user query keywords that are not always the same as the ones
by which the document has been indexed in describing the same semantics, our
system utilizes a more flexible query expansion method to refine user queries be-
fore conducting a search. We use WordNet, as an underlying reference ontology
for the vocabulary, to enlarge the query such that terms semantically related to
the concepts indicated in the original query are included in the expanded query.

In particular, synonymy and hypernymy/hyponymy relationships in the
WordNet are used. The reasons include: firstly, synonyms are interchangeable,
which means the substitution of one term for another in a linguistic context
does not alter the true value of the content [I5]; secondly, the exploration of
hypernymy /hyponymy relations can find more generic and specific concepts re-
spectively. It is observed that there is a large probability that users could also
be interested in documents which contain the hyponyms of a query keyword
“A”, if they have specified “A” in their queries. For purpose of illustration of
our query expansion method, we here consider a query keyword “conference”
with a one depth expansion and its first sense in WordNet. Now, traversing the
hierarchical tree structure of WordNet upwards gives us the hypernyms that are
“meeting” and “group meeting”; Similarly, we can have its hyponyms, which are
“seminar”; “colloquium” and “symposium”, by traversing the tree downwards;
but there is no synonym synset under the chosen sense for “conference”. Finally,
all semantic expansion terms collected from our query expansion process based
on the two relationships are put together with the original keywords and each
assigned a weight calculated according to Eq. 4] (see Section £2]) to distinguish
their importance.

3.4 Query Restriction

In order to remove the unwanted terms along with the corresponding unwanted
meanings [I7] and increase the accuracy of IR for digital forensics, we employ
negation queries to restrict the retrieved documents. While normal users may
be interested in expanding results based on semantic similarity, forensics inves-
tigators may be more interested in confining the meaning of keywords to some
particular ones. For example, it is possible that a user may consider “notebook”
in the meaning of “a book with blank pages for recording notes or memoranda”
(e.g. jotter), but not in the meaning of “a small compact portable computer”
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(e.g. laptop). Then the query can be expressed as “notebook —computer” to
remove the second meaning. Our basic idea of query restriction is preventing
emails that are positively relevant to negated query keywords from appearing in
retrieved email collection, and from affecting the overall retrieval performance.

4 Mathematical Model of Our System

In this section, we elaborate the mathematical model which is used in our digital
forensics email retrieval system. It consists of two parts, namely the email re-
trieval model and the email ranking algorithm. The BM and VSM are integrated
into our model in an innovative way.

4.1 Email Retrieval Model

Our email retrieval model discussed below can be regarded as the extension of
a BM by combining Boolean logic and set theory. Elaborately, let K indicate
the set of user query keywords, K,cquireq indicate the set of keywords the user
requires to exist in the emails, K,ptionq; indicate the set of optional query key-
words that may or may not appear in the emails, and K oniviteq indicate the
set of keywords the user wants to remove from the original query. Intuitively, we
have

K = Krequired U Koptional U Kprohibited (2)

where Krequired N Koptional = (2)7 Krequired N Kprohibited = @ and Koptional N
Kpronivitea = 0. Then, given the set T of tokens indexed in a collection of emails
FE, a function token : K — T is defined as

t if ¢ is an appropriate token for query keyword k 3)
null otherwise

token(k) = {

then, we have

Trequired = {t |t € T A3k € Krequirea : token(k) =1} (4)
Tprohibited = {t ‘ teT Ndk e Kprahibitad : token(k) = t} (5)
Toptionat = {t | t € T N3k € Koprional © token(k) =t} (6)

Now, let N be a collection of pre-defined thresholds dis, we define the function
related : T x T x N — {true, false} to determine if two tokens ¢; and t; are
semantically related with distance dis as shown in Eq.[[ Similary, the function
extend : T'x N — T is given by Eq.

true if semantic distance between ¢; and ¢; is dis (7)

related(l, t;, dis) = {false otherwise

oy S Aty | related(t;, ty, dis))} if dis # 0

extend(t;, dis) = {{tz} else if dis — 0 (8)
) _ ftrue if e; has token t;

included(t:, e;) = {false otherwise )
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Basically, dis determines the number of edges in WordNet tree structure with
which a query is expanded. Given a collection of emails FE, Eq. [0 gives us an-
other function include : T x E — {true, false}. Consequently, the set of emails
retrieved with respect to Trequired;s Toptional, a0d Tpronivited are

dis
Eféfzmred = ﬂ {e ’ dty € U extend(t, i) : included(e,to)} , (10)
€T vequirea =0
dis
Eg;;oml = m {e ’ dto € U extend(t,q) : included(e,to)} , (11)
t€Toptional 1=0
dis
gﬁihibitad = ﬂ {e ‘ dty € U extend(t, i) : included(ato)} . (12)
t€Tprohibited =0

Finally, the collection E%* of retrieved emails in response to the refined query
with dis depth expansion is modeled as

dis 0 : dis
Erequired - Eprohibited if ‘Erequired 7& 0
B = (13)
dis 0 : dis _
Eoptional - Eprohibited if ‘Erequired = 0.

4.2 Email Ranking Algorithm

Once a list of emails is retrieved according to the user’s information needs ex-
pressed by his/her query, our system computes a semantic similarity between
the query and emails. It is important to note that, as discussed in Section 3] the
expansion terms are used to retrieve more emails that would satisfy the user’s
information needs. Clearly, no matter how sophisticated the algorithm is, there
is a probability that users are not interested in the extended keywords, or our
system gives inappropriate senses for these original keywords. Moreover, prelim-
inary experiments show that, the greater distance from an extended keyword
to its original keyword, the higher probability that it does not comply with the
sense of the original keyword. Therefore, it is necessary to reduce the weight
of expansion terms according to the number of edges between them and their
corresponding original query keywords, so as to reflect their different seman-
tic importance. Based on the above observations, our term weighting function
w:T — R is defined as

() = 1.0 if 3k € K : token(k) =1
W= L0 else p = min ({7 | 3k € K : related(token(k),t,7)}).

2p

(14)

Thereafter, the final email ranking algorithm (i.e. the query-to-email similarity
function sim(e, q)) utilizes the traditional TF-IDF algorithm from VSM as:

sim(e,q) = Y w(ty) xtf(tp,€) xidf (tp) = Y wlty) xtf(tq, €) x idf (tq), (15)

t,€P t,€Q
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where P= (U, er,.,...0 Uit eatend(te, ))U (Ui ex, o, Uy etend(to. )
and Q = UtpeTprohibited U# 90 extend(ty, w).

5 System Implementation

In our system, we use the user-friendly query formulation as described in Section
and the mathematical model discussed in Section [l Since this system is imple-
mented using the Java programming language, it can run well on both Windows
and Linux platforms. Fig. Plillustrates its main user interface. Since our system
was developed to work in an investigative environment involving suspicious email
retrieval, it should be able to deal with several popular mail agents as well as fu-
ture mail agents. Currently, this system can import emails from several popular
email agents including Microsoft Outlook Express, perform retrieving functions
(i.e. both keyword-based and ontology-based search) and show users the ranked
documents in descending order of estimated relevance to users’ queries.

In order to deal with a variety of mail agents, to communicate with WordNet,
and to have acceptable usability, the system is implemented mainly based on
JGoodies (http://www.jgoodies.com), Jmbox (http://sourceforge.net/projects/
jmbox), Flexdock (https://flexdock.dev.java.net), Log4j (http://logging.apache.
org/logdj), JWNL (http://sourceforge.net/projects/jwordnet), etc. As shown in
Fig. Bl a novice investigator can simply pose his/her queries and run without
modifying any configuration, while our system still provides several options to re-
fine results for advanced users. For example, a user can choose the part-of-speech
of a word.

1<) 102, -Menu Bar

File Edit Tools Help

]
Number of result Result Panel

Query

To Relevance

fokebodk conptker o reuse-sel@MIT.EDU .y Score
- c‘ea, James Partridge qampmlﬂ Reuse-sell@MIT.EDU Reuse-sell] Voet Voet, 2nd Edi. - 1.98984082...
eff Simpson <j Ii@mit. 2du IReuse-sel] Holux GPS for Son... |1,98984082..
e euse-onner@mit.edu reuse@mit.zdu Reuse-sel]] Reuse-ask Summary |1.96984082...
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[Jvers Subject: Reuse-sell] Voet Voet, 2nd Edition, Biochemistry Text $50 OBO... .
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[Ready T ]
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Fig. 2. The main user interface of the implemented system
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6 Experiments and Results

Our email retrieval system has been tested on several email datasets, each of
which has a number of emails ranging from 300 to 3000. Those email datasets
include email sets from the MIT Reuse Ask/Sell Meeting Web Gateway and
the DBWorld newsletter respectively. Specifically, we have used the following
default settings, as shown in Fig.f2 in the reported experiments. Firstly, we set
the semantic distance threshold dis to 2. The reason is that a value equal to
1 is too shallow to retrieve all relevant emails, whilst a value of 3 could be so
deep that too many irrelevant terms are added to the query, which reduces the
retrieval performance; Secondly, the first sense is chosen to extend the keywords,
as WordNet arranges word senses in order of term usage frequency. Although
each word may have several senses, Krovetz et al [I8] have found that retrieval
effectiveness could not be significantly affected by word sense ambiguity if re-
trieved documents have many words in common with the query. Clearly, a word
sense disambiguation technique can still provide a better result. Therefore, users
can choose different senses in our user interface to further disambiguate different
word meanings.

This system has been evaluated with a number of Boolean queries with around
three keywords on average. In the following, we report and discuss the exper-
imental results in terms of typical examples, and present their precision-recall
curves.

We first use two typical scenarios to evaluate the effectiveness of our system,
i.e. one adopted from a synthetic digital forensics scenario [2], the other using a
manual ranking of all emails. The first scenario involves a confidential restruc-
turing proposal of a large company that was disclosed by an anonymous email.
A forensics team was called in to find out who emailed this document. Suppose
that an investigator is notified about this leaking event, but he/she does not
know what exactly the content of the email was, and who sent it. With our
system, he/she can simply pose such a query, e.g. “employee plan information”,

BN el e mpioyses amnetareat) %]
Subject:  Adelaide Employees.. must read!
From: Anonymous < -
To: - -
Date: Wed Jan 22 15:19:36 EST 2003 Date: Fri Jan 19 07:42;30 EST 2007
Query keywords: employes plan information Query keywords: notebook -computer
This is your future being decided in head office right now. The Top shape text book. Still can be used for course 7.05
attached agenda item is from the last executive board meeting and
details layoffs and buyouts planned for the Adelaide Let me know if you're interested.
Systems Branch!
To subfunsubscribe or to see the list rules:
http/naitman mit. edwinailman/listinfo/rense-sell

(a) Scenario 1 (b) Scenario 2

Fig. 3. Two examples of retrieved emails in the scenarios. Some contents in scenario 1
have been deliberately obfuscated for data confidentiality reasons.
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Fig. 4. Comparative precision-recall performance results for various types of queries
((a)-(d)), as well as overall performance results for the two email datasets ((e)-(f))

and our system can retrieve the most suspicious emails. Fig. shows one of
the suspicious emails which has been assigned a quite high rank (in the top five).
All query terms and their semantically related expansion terms are highlighted
with different colors. Similarly, in the second scenario we assume that there is
a person who receives a newsletter that includes a variety of topics. This email
dataset has approximately 3000 emails. The investigator wishes to find emails
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relating to “notebook” but not to “computer”. He does this by using the query
“notebook —computer”. The first retrieved email is shown in Fig. Both
scenarios clearly shows the effectiveness of our system.

We have carried out a series of experiments to compare our system (i.e.
ontology-based search) with a keyword-only search-based system which we im-
plemented using the Lucene IR library (http://lucene.apache.org). Fig. @ illus-
trates the retrieval performance of these two systems on our two email datasets,
i.e. one with 321 emails from the MIT Reuse Ask/Sell Meeting Web Gateway, the
other with 419 emails from the DBWorld newsletter, and using 10 random boolean
queries for each. All emails were ranked manually by a research assistant. For the
query “laptop”, as shown in Fig. 4(a), the precision of the ontology-based system
sits well above that of the keyword-only system till the recall reaches the value
0.6. However, in this example, WordNet does not include all proper nouns for the
term “computer”, e.g. HP Pavilion, which causes the precision of both systems
to fall to the value zero for higher recall. Similar results were observed for the
query “pc” (see Fig.4(b)). In this example our system is able to achieve a high
precision with a corresponding high recall. In contrast, the precision value of the
keyword-only search quickly falls to zero when the recall reaches a value equal to
0.4. Figures 4(c) and 4(d) illustrate the performance on negation queries. As can be
seen, the ontology-based search system performs better than the keyword-based
system in both negation query examples. For example, consider the query “note-
book —computer”. In WordNet, “notebook” has two senses, i.e. “a book with
blank pages for recording notes or memoranda” and “a small compact portable
computer”. It is observed that the ontology-based system can successfully remove
the second sense from “notebook” by the negated term “computer”.

The overall precision-recall performance curves for the two email datasets are
shown in Figures 4(e) and 4(f) respectively. On the MIT data set, ontology-based
search significantly outperforms keyword-only search by sometimes up to twice
the performance. When the recall value is 0.50, e.g., the precision of ontology-
based search is 0.56, compared with 0.27 for keyword-only search. In Fig. 4(f),
it is clear that the precision of ontology-based search exceeds that of keyword-
only search when the recall is greater than 0.20. Ontology-based search yields
an average improvement of 13.30%, though keyword-only search does slightly
better when the recall value is quite low.

7 Conclusion and Discussion

In this paper, we have proposed an interesting email retrieval system for digital
forensics based on an innovative WordNet ontology-driven mathematical model.
The system we have implemented: 1) integrates query expansion by WordNet;
2) adopts Boolean logic and set theory to determine relevant emails; and 3)
combines the TF-IDF algorithm and an edge-counting based term weight mea-
sure to calculate query-to-document similarity. Results of our experiments are
promising, especially comparing with a keyword-only search system, and clearly
illustrate the effectiveness of our system. The system also provides a user friendly
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interface for forensic investigators. We plan to adopt term sense disambigua-
tion [T9120] along with automatic phrase indexing/recognizing techniques to fur-
ther enhance our system. The system will be evaluated in real-world applications.
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Abstract. Along with the rapid growth of network applications and digital
contents, online gaming has become a very successful industry in recent years.
It not only brings tremendous business opportunities but also attracts marvelous
customers to be online players. However, due to the lack of virtual property
protection and related information security schemes, more and more players
have violated the law because of its real world profit. Unfortunately, online
gaming crime has turned out one of the most serious cybercrimes in many
countries, such as in Taiwan, South Korea, China, and so on. In order to solve
this judicial problem and effectively protect virtual property, we propose a
Virtual Property Description Language (VPDL) as the syntax to record and
express virtual property. There are six models, including Identity Model,
Ownership Model, Trading Model, Content Model, Revocation Model, and
Security Model. It can effectively protect virtual property and strengthen the
competence of digital evidence by recording the legal source, ownership,
trading track, and handling of virtual properties so as to lower the cases of
online gaming crime. The online gaming companies may use it in the aspects of
virtual property management, tracing historic records and collecting legal
digital evidence, while the existing system mechanism of online game doesn’t
need to be changed.

Keywords: digital evidence, online gaming, virtual property, Virtual Property
Description Language.

1 Introduction

Along with the fast-pace development of the Internet, various network applications
have been developed, including online gaming, electronic commerce, online auction,
online banking, and so on. Among them, online gaming is most successful. According
to the statistical data of the MIC [1], in 2004, the online game market was NTD 7.22
billion. Compared with the year 2003, the online game market grew by 5%. In 2006,

C.C. Yang et al. (Eds.): IST 2008 Workshops, LNCS 5075, pp. 229}-244,[2008.
© Springer-Verlag Berlin Heidelberg 2008
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the whole output of online game in Taiwan was NTD 8.78 billion, gaining 16.6%
compared with the year 2005. In 2007, the whole output of online game in Taiwan
was NTD 9.5 billion, gaining 9.2% compared with the year 2006 [2]. According to a
report from analyst firm DFC Intelligence [3], the worldwide online game market is
forecasted to grow from $3.4 billion in 2005 to over $13 billion in 2011.

Online gaming is indeed prosperous, for instance, the online game “Lineage”,
which was developed by NCSoft.com of South Korea, has reached US $200 million
revenue in 2001 and US $500 million in 2005 [4]. In 2004, more than 2.5 million
players in South Korea and 2.6 million players in Taiwan are their online members.
The number of Lineage players occupied almost one-fourth of all network users in
both countries.

Virtual properties in online gaming have a very high value in the present market.
The trading of virtual property, such as players in the game, virtual currency, virtual
equipments and related virtual items, has become common practice. Since the number
of virtual properties is limited and some virtual equipment cost time and energy for
developing, many players who need these assets would like to trade for them. Out of
the imbalance of supply and demand, some virtual properties have very high values in
the marketplace. For instance, one UserID valued at US $2,000 dollars in an auction
Websitel, and one virtual space station valued at US $100,000 dollars>. Even the
virtual currency in an online game can be converted into cash through exchange with
other players. The value of these virtual properties might exceed real assets and
virtual property trading is indeed prosperous and flourishing. When virtual properties
become valuable in the real world, online game is no longer just entertainment. The
involvement of money can easily lead to conflicts of profit, resulting criminal
behaviors [5].

According to the statistics from Consumers' Foundation of Taiwan, the number of
online gaming complaints has turned out the most serious problem. The foundation
shows that there are 909 complaints related to online gaming complaints within 5,947
cases in 2005 [6]. Furthermore, when complaints or criminal cases needed to go to
arbitration, these sometimes caused null or insufficient digital evidence so as to
unable to clamp down offenders. More serious problems binding multinational
gangsters have evolved international hi-tech criminal problems [7].

Most of the criminal cases are related to virtual properties since real markets have
developed for the virtual properties giving them real world values. Take example
from Taiwan, the number of thefts, frauds, robberies cases from online gaming has
increased to 1300 cases from 55 only 2 years earlier and the amount of cases have
turned out the most serious cybercrime. Another analysis paper of online gaming
characteristics shows that the majority of online gaming crime is theft (73.7%) and
fraud (20.2%) [8]. The age of offenders is quite low (63% in the age range of 15-20),
and 8.3% of offenders are under 15 years old.

"http://cgi.ebay.com/ws/eBayIS APLdAI1?Viewltem&item=8113549502&index URL=0&photo
DisplayType=2#ebayphotohosting, 2007.

2 http://news.bbc.co.uk/1/hi/technology/4104731.stm,
http://mews.bbc.co.uk/1/hi/technology/4374610.stm, 2007.



Preservation of Evidence in Case of Online Gaming Crime 231

Researchers in [9] indicate that the online game has security problems given
below:

. Practice fraud by a conspiracy;

. Practice fraud by taking advantage of the vulnerabilities of game rule;

. Defraud of the virtual properties with using other’s accounts and passwords;

. Conduct Distributed Denial of Service (DDoS) attacks against other players to
make them attain unfair results;

. Practice fraud by taking advantage of the game itself;

. Attack by taking advantage of the player’s authentication mechanism;

. Practice fraud by the Internal staves themselves;

. Get the virtual properties of the game by cheating;

. Practice fraud by taking advantage of the vulnerabilities of game flow design;

0.Revise the game’s programs to gain unfair benefits;

RSN\ R

— \O 00 J O\ L

In order to prevent the possible security problems above, we propose a Virtual
Property Description Language (VPDL) to effectively and efficiently protect virtual
property. The original idea of VPDL is from the Open Di§ital Rights Language
(ODRL), which is well applied to digital rights management”. In ODRL, the main
protective objective is aimed at digital rights. Nevertheless, the application of ODRL
is infeasible to deploy protection schemes on virtual property in diverse online
gaming systems. Those protection schemes on virtual property includes providing
legal source prove, ownership attribute, trading footprint, event content, and the
history of tractions to trace the life of virtual properties. Therefore, we first proposed
a draft on VPDL framework” [10]. Based on this draft, we will elaborate the content
of VPDL in details with six models and implement the application so as to protect and
track virtual property efficiently. When it necessarily comes to arbitration, it can be a
valid and important source of digital evidence in judicial judgment.

The rest of this paper is organized as follows. Some researches on virtual property and
the protection of virtual property are briefly introduced in Section 2. Then, we illustrate
how to use the integrity protection mechanism as the security basis of VPDL in Section
3. Section 4 is the main part of this paper, in which we introduce the framework and
models of VPDL, the relations between each model, and how VPDL works to protect
virtual property. In Section 5, we evaluate the applications of VPDL to make readers
have an intensive understanding of it. The conclusion is presented in Section 6.

2 Virtual Property

In this section, we illustrate virtual property on its definition, classification,
characteristics, security issues, and discuss the references on virtual property and
topics on the protection of virtual properties, so as to have an in-depth understanding
on virtual property.

2.1 General Description of Virtual Property

A virtual property is an intangible asset existing in a virtual world, often in the context
of online gaming. Due to the supply and demand principle in real marketplace, the

3 http://www.ordl.net/, Accessed on June 5. 2007.
* One of the authors, Y. C. Chen, co-authored the paper [10).
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original priceless virtual properties are given economic value by online players. These
properties are observed in multi-user dungeons (MUDs) or massively multiplayer online
role-playing games (MMORPG). The largest virtual properties are currently found in
MMORPGs, such as EverQuest, GuildWars, Dark Age of Camelot, and Lineage.

Since the number of virtual properties is limited and some virtual equipment cost
time and energy for developing, some players who need these assets would like to
trade for them. This causes some virtual properties to have very high values in the
marketplace. Take the Project Entropia (PE) online game for instance, the virtual
currency can be converted into cash through exchange with other players. The virtual
currency exchange rate was, for example, 10:1°

2.2 Security Worries on Virtual Property

Security worries on present virtual property are presented in the following forms:

1. Lack of security protection: Most of online gaming vendors only employ log
records on protecting players’ virtual property.

2. No integrity protection on trading: Because the digital data subject to unauthorized
insertion, copying, revision and deletion, both trading parties have to effectively
maintain the integrity of the electro-magnetic records.

3. Obscure division on ownership and right of use: In present gaming circumstance,
the owner of the virtual property is unable to assign rights to other players, such as
the right of use.

4. Limited log records reserved: Take the online game “Lineage” for example, there
are over 200,000 concurrent users per second to play the online game
simultaneously®, whose log records are also growing extremely fast and occupy the
limited storages. To save the cost, vendors only keep the log for one month. If a
judicial authority asks for log records before one month, it would be a problem
providing such evidence.

5. Hard to trace digital evidence: It is not easy to trace a suspicious or illegal
demeanor from merely transactional records which is stored in a huge database.
Take virtual currency for instance, virtual currency is generally unable to be
personalized, so tracing a virtual currency becomes an impossible task and often
leads to complicate forensic works.

6. Unable to ensure trading security: In present trading environment, there are several
trading types related to virtual properties including sell, buy, rent, exchange, lease,
and so on, but the buyer is unable to ascertain whether the object of trading is a
stolen goods or not.

7. User identification: In most gaming systems, virtual property is protected by user
identification mechanism, such as a pair of account and password. Therefore, once
the user identification mechanism is attacked or cracked, the accompanied virtual
property would be in danger.

> http://en.wikipedia.org/wiki/Virtual_economy, 2007] (10 virtual currencies can be converted
to 1 US dollar, December of 2004.
® http://lineage2.nctaiwan.com/event/news_public_both.aspnews_type=3, June 2007.
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8. Forge or modify log records with ease: As mentioned before, log records have
been the main source of digital evidence. Nevertheless, most records are not well
protected with secure mechanism by vendors.

9. No standard language for describing the use of virtual property: Without an exact
description using a standard language, it would cause unnecessary disputes and
problems in virtual property treatment, for example, the object of trading may be a
stolen one.

10.No signature mechanism: The trading process is not signed by any fair third party,
the fairness of the trading cannot be guaranteed and the gaming companies cannot
guarantee the rights and interests of the players.

2.3 Previous Researches on Protecting Virtual Properties of Online Games

The VMPL has seven core entities as shown in Figure 1 [11], which proposes the logic
concept with this model. Nevertheless in the seven core entities, the system contents and
function of the attributes in each model are not described in detail. Therefore, we are
going to revise the system framework and enrich the system contents and the functions
of the attributes in each model so as to effectively manage, protect, and trace the virtual
properties.

Signature

Ownership | Ownership Exchange |

Fig. 1. VPML Core Entities [11]

How to maintain the integrity of digital records by an effective mechanism has
remarkable impacts on the protection of virtual properties because the electro-
magnetic records are susceptive to alternation and modification. Integrity protection
method mostly applies to cryptography to add authentication code representing the
original information. For example, calculate first the Message Digest by the one-way
hash function [12] or calculate digital signature with private key [13], and then
enclose the original file with the Message Digest and digital signature to protect the
data. Hwang et al. has followed the theme and proposed a set of protection
mechanism for electronic clinic reports by compound documents; they designed a
framework applicable for the compound files of electronic clinic reports and proposed
the protection mechanism based on this framework [14].
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3 Establishment of Integrity Protection Mechanism

The definition of integrity, cryptography for integrity protection and introduction of
the integrity protection mechanism into the virtual properties are generally described
as follows.

3.1 Integrity

The data integrity has the following three meanings [15]:

1. Correctness of Data: The data must prevent from illegal or unauthorized
modification, insertion, and deletion.

2. Authenticity of Data: The source of data must be legal, authorized and true;
therefore the data transmitted need to have legal source and the creation and use of
the data shall be authorized.

3. Consistency of Relevant Attributes: Presentation of the data must be consistent, for
example the data structure or order. The presentation method includes encoding,
for example, the Chinese uses Big5 code and English uses ASCII code etc. It
further includes the authenticity of encryption key, consistency of data order
relations etc.

3.2 Characteristics of Virtual Property Integrity Protection and Demands

Virtual property may be represented in a hierarchical structure and involves many unit
files of proprietorship, contents, attribute, and previous event contents. Each unit file
records the important information of virtual properties in detail. Therefore we must
ensure that the relevant information are produced from the legal source. A compound
document is composed of several unit files, and the authenticity and correctness of a
virtual property must be maintained. Unauthorized operation shall be prevented in the
course of information transmission and processing. In addition to the data integrity
protection, the digital signature shall be used to ensure the legal source of the data.

3.3 System Implementation

In this paper we will propose a kind of integrity mechanism which will treat the
virtual property as a compound document, and the compound document is composed
of several unit files. The mechanism calculates the authentication code of each unit
file by hash function. It further calculated the authentication code of the entire
compound document in accordance with the structural relation between the virtual
property and document. The examination of this compound document may enable the
examiner to confirm the integrity of individual files and their order and structure, and
whether they are involved in the authorized modification.

4 Virtual Property Description Language

In the following, we illustrate the language VPDL on its framework, models, and
contents.
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4.1 Framework of Virtual Property Description Language

VPDL is based on three core entities including virtual property, vendor and consumer.
The term virtual property is a collective noun, which is uniquely identified and relates
to virtual character, virtual weapon, virtual equipment, or virtual currency in online
gaming. Vendor plays the role in creation, production, distribution of the virtual
property, and can assert some form of ownership over the virtual property. Consumer
is an end-user that consumes the virtual property over online gaming.

VPDL is a tailor-made design to meet the characteristics of virtual property and the
relationship between vendor and customer. There are six functional models inside
VPDL including identity model, ownership model, trading model, content model,
revocation model, and security model. Within security model, two sub models such as
encryption and digital signature mechanism providing a secure protection.

Each communication on models is bridged by an entity’s unique identification
code (UID). Entity is a term referring to dynamic objects such as a virtual property, an
ownership owner, or a gaming vendor, and a unique identification code is composed
of a number of alphanumeric characters referring to its virtual space, server, type,
attribute, checksum, and so on.

Figure 2 depicts the overall framework and the relationship of six models for
Virtual Property Description Language.

Trading Model Ownership Model Identity Model Revocation Model

i | : il i [ L+ 1 | =Confirm

#

# -

Security Model

Fig. 2. Models of Virtual Property Description Language

4.2 The Functions of Six Models of Virtual Property Description Language

To avoid misunderstanding, the figures cover both the Description Language entities
(shown as rectangles with “DE” in the left side) and the Data Dictionary elements
(shown as rectangles with “DD” in the left side). Other namespaces such as “EN” for
Encryption and “DS” for Digital Signature are also provided.

The following paragraphs discuss the six models of VPDL in detail.



236 P.S. Chen et al.

1. Identity Model

In a real world, a buyer who wants to purchase valuable merchandise would ask the
seller for providing its source identification or related documents in order to eliminate
potential disputes and conflicts, such as avoiding stolen goods.

The main objective of identity model is to provide source identification for virtual
property, which has a legal identity certifying from the gaming vendor or a trusted
third party. From the source identification, it can accurately prove the virtual property
is not fake, stolen, or falsified goods. Since virtual property is a magnetic or electronic
data, it has the following special characteristics, such as easy to duplicate, modify and
falsify. For the sake of solving this identity problem of virtual property, we design the
identity model into Virtual Property Description Language to provide identification
information on virtual property.

Identity model is allowed to combine with security model which deploys several
cryptographic methods to provide a necessary protection on virtual property. For
instance, a cryptographic hash function is used to prove the integrity of primitive
message. A hash function takes a long string or message of any length as input and
produces a fixed length string as output, sometimes termed a message digest or a
digital fingerprint. Digital signature is also deployed in security model to provide the
source identification of virtual property, and it has some benefits on its authentication,
integrity, and non-repudiation. Digital signature mechanisms can be used for
identifying the originator of an electronic message and ensure the legal intent being
cryptographically secure. In other words, the source identification on virtual
properties is similar to an identification card on human beings. Therefore, an outcome
of Virtual Property Description Language is also possessed the competence of
evidence and legal responsibility.

In case of any dispute, there exists a signed business arbitration authority to be
followed in order to guarantee the rights and interests of customers and gaming
companies. Additionally, in terms of technical level, the digital signature may have
the characteristics of integrity and non-repudiation with the adoption of public key
system. By virtue of the public key of the signer, it can validate whether the identity
data of the virtual properties is issued really by the gaming company (or fair third
party), and the relevant message digest, and the contents and operation principle of
the digital signature are described in detail in the security model.

In addition, a warning mark is designed into identity model. If a virtual property is
under investigation or being revoked, there would be a warning mark manifested on
source authentication information that caution buyers not to buy, rent, give away, or
other trading activities on it. Once a virtual property is marked with a warning sign, it
represents the owner of virtual property is not allowed to use it temporarily so as to
keep the evidence and the basis for post-tracing evidence.

In identity model of VPDL, it regulates the following elements:

Unique identification code for virtual property(UID)

Date and Time of production for virtual property(Date/Time)
Vendor

Special Attribute

Warning

Annotation
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i uID bD | Warning
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oD | Date/Time pD | Annotation

Digital Signature Sub-model ‘
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Fig. 3. Contents of Identity Model

In the identity model, various attributes are connected in series by the identity,
including the UID, preparation date and time, issuing company, data of special
attribute, warming marks and annotations etc. According to the UID, the content
models may be reconnected to bring out the detailed relevant attribute data of the
virtual properties, as shown in Figure 3 Contents of Identity Model.

2. Ownership Model

The concept of ownership can be applied to virtual property or virtual merchandise.
Take the open digital rights language (ODRL) for example, there are more than five
models, expressing and regulating rights for digital content, such as permission,
constraint, requirement, condition, digital rights holder and offer models. For
simplifying gaming environment, we do not deploy to functional models on rights
regulation. In VPDL, ownership model is designed to express the virtual property
ownership, and establish the complete records on each ownership transformation. In
default definition of VPDL, once the owner acquired the ownership of virtual
property; the owner had the entire rights on virtual property, such as sell, rent,
transfer, revoke rights, and so on. An owner of ownership can be humans,
organizations, and defined roles.

The right of use is also considered to employ in ownership model. Since there is
still existed obscure division on ownership and right of use, the trading activities of
virtual property have been hindered and unable to have a prosperous commercial
application. For solving this problem, we deployed a mechanism of right of use into
managing virtual property, which could easily traverse the present limitations, and
provide a friendly environment for various trading requirement. For example, David
has the ownership of one virtual property, and rented it out to Mary for two months
one week ago. Therefore, during the period of the tenancy, David is not allowed to
sell or re-rent it to others unless he revokes the lease contract. Besides, David still has
the ownership of the virtual property, and Mary has the right of use during the period
of the tenancy. Although Mary has the right of use, she is also not allowed to re-rent
or sell the virtual property to others until she had the right of ownership.
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In ownership model, there are several elements and attributes inside, such as the
unique identification code for virtual property, owner with ownership and user with
the right of use, complete name, credit evaluation, period of owning virtual property,
current situation, the way of acquiring virtual property, source of virtual property, and
related elements, so as to record and express an entire information regarding virtual
property, owner, and user. A buyer, who wants to buy a virtual property, can first
check the current situation of virtual property through its ownership information.
After a preliminary scrutiny from ownership information, the buyer can make a right
decision on renting or buying the virtual property.

When there is a dispute occurred, ownership model information can provide
complete history records on ownership of virtual property, which can be an important
reference information or digital evidence for a judicial arbitration. In figure 4, it
depicts the content of ownership model.

In ownership model of VPDL, it regulates the following elements:

Unique identification code for virtual property

Unique identification code for owner of virtual property
Unique identification code for user of virtual property
Ownership type

Period of owning virtual property

Period of renting or borrowing virtual property

Current condition

Credit evaluation

Source of acquiring virtual property

Annotation

3. Trading model

VPDL supports various kinds of trading types on selling, buying, transferring, giving,
renting virtual property, and so on. All processes of trading should be correctly
recorded and prevent possible alteration. Any transformation on ownership of virtual

. —
B Jpp| Virual || Lloe | Content |
op | Condition [+ Property UID 1
‘ DD UID)
b Ownership > pp | Owner UID
Type
I DE | Ownership pp | Name ¢
pp | Period b | UserUID —
DD Role
pp| Source [« . 2
— pp | Rent Period .

Message Digest

MD

Fig. 4. Content of Ownership Model
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property shall be operated through trading model as well, and it will simultaneously
affect the ownership information. In fact, trading model refers to the ownership
information before launching a trading, and make sure the seller has the rights to
process trading in order to eliminate potential disputes on trading; for example, fist
check the seller owning the virtual property and no lease contract on it. Besides, if
there is any confidential or sensitive data inside the content of trading, encryption
sub-model is provided to encrypt the data or related elements for offering secure
protection. When a dispute appears, an intermediary can make a judgment through the
detailed trading information and even recover the crime scene. The detailed
information includes unique identification code for virtual property, seller and buyer,
trading type, price, date/time, IP address, payment, and so on. It can provide the
necessary information for arbitration. Additionally, trading model is combined with a
cryptographic hash function to prevent potential modification on trading information,
and it has more power of digital evidence in a court. In Figure 6, it depicts the content
of trading model.

In order to meet the actual environment demands, VPDL supports various types of
the virtual properties including purchase, selling, borrowing, leasing and granting.
When the virtual properties are under the state of leasing or lending, the trading is
conducted between both seller and buyer, and the trading model will refer to the
relevant information of the Ownership Model of the virtual properties. If the current
status attribute of the virtual properties displays that the present traded article is still
under leasing or lending, any trading behavior is suspended, except leasing or lending
status has been suspended or cancelled. In another word, when the trading model
finishes both parties’ leasing or lending agreement, the relevant information will be
written back into the Ownership Model. If the current status attribute of the
Ownership Model is changed as leasing, the information will be written into the
lender’s UID. In Figure 5, the contents of trading model are indicated.

DE| Ownership
Type pp | Virtual - |
Property UID Gt
D Buyer UID | | DD UID |«
Seller UID
ol
DD Name [«
H pp|  Deadline
DD Role !
op| Date/Time F bD | Annotation op| [P Address

EN

Message Digest ‘ Encryption Sub-Model

Fig. 5. Content of Trading Model
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4.

In trading model of VPDL, it regulates the following elements:

Unique identification code for virtual property(UID)

Unique identification code for seller of virtual property(Seller UID)
Unique identification code for buyer of virtual property(Buyer UID)
Trading type: such as buy, sell, borrow, give, exchange, rent, lease
Price

Trading date and time

Trading deadline

Trading mode: such as on the trading platform,

Payment

IP address

Annotation

Content Model

The Content model plays an important role in identifying the entity on using a unique
identification code to recognize virtual property, owner, buyer, etc. This ability to
uniquely refer any entity can be utilized in providing linkages between entities. In
Figure 6, the contents of content model are indicated.

DD uUID —DbD Date

DD Name DD Location

pp| Classification pE| Content [——»{pp| Additional Information
DD Role DD Version

DD Vendor DD Annotation

Fig. 6. Content of Content Model

In content model of VPDL, it regulates the following elements:

UID: Unique identification code for entity: such as virtual property, owner, buyer,
seller

e Name of entity

Classification: such as virtual character, weapon, equipment, currency, space,
related attributes

Role: the role of entity play in virtual world

Vendor or issuer

Space name

Date
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Location

Additional Information: it may refer to a Uniform Resource Identifier (URI), which
includes a Uniform Resource Name (URN) and Locator (URL). For example, a
virtual space station at number 1002 on game.com can represent to “URN:
game.com: spacestation1002” through the way of Uniform Resource Name. A
virtual glove belongs to a virtual equipment on www.game-station.com may refer
to “Http://www.game-station.com/equipment/glove41/” as the Uniform Resource
Locator form.

Version: version illustration on entity

Annotation

Revocation model

VPDL supports revocation on different kinds of entities, such as virtual property,
owner, group owner, or defined roles. The revocation of entity may be launched by
gaming vendor or an end-user with ownership. Once the virtual property is revoked,
the ownership and the power of use are withdrawn as well. In other words, after
revocation, the property’s owner or user can not operate it anymore until ownership
has been applied. If the current condition of virtual property is showing lease or rent
in ownership model, the owner is not allowed to revoke the virtual property as well.
In Figure 7, the contents of Revocation Model are indicated.

6.

In revocation model of VPDL, it regulates the following elements:
Unique identification code for virtual property

Unique identification code for owner of virtual property
Date/Time of revocation

IP address

Annotation

Security model

VPDL supports secure protection mechanisms including encryption sub-model, digital
signature sub-model, and Message Digest technique. Encryption sub-model is inherited

DE| Ownership

1

DE| Identity
—= DE | Content [+
I

. Virtual mf Ul 4

DD Type DE| R { DD -

P SRS Property UID
DD Name fe]
op| Date/Ti

ate/iime pp | Owner UID —

DD Role -
pp| TP Address pD| Annotation
.

Fig. 7. Content of Revocation Model
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from W3C XML Encryption (XML-ENC) standard’. And digital signature sub-model is
inherited from W3C XML Signature (XML-SIG) standard®. So the security model can
assure the operation among entities and the protection of virtual property.
e The encryption sub-model
The encryption sub-model provides confidential protection for the sensitive or
personal data in VPDL such as credit card account and trading content. When these is
a dispute occurred, the arbitrator or the trusted third party can decrypt the cipher data
and recover the content of trading. In addition, the digital signature is only on the
cipher data so that the decryption is not required for verification, so it makes VPDL
more efficient and secure since only the seller knows the payment information.

— Encryption Method: encryption algorithm used in the encryption entity, e.g.

3DES;
— Key Info: key information or value used for the encryption, a session key value
may require an encryption with public key system;

— Cipher Value: encrypted data with the above encryption algorithm and key.
e The signature sub-model
The signature sub-model provides non-repudiation protection for the trading and
virtual property identity in VPDL so that any player can check if the owner is a real
owner of the virtual property.

The signature mechanism of VPDL may include the following attribute contents:

— Digest Method: such as hash algorithm used in the signature sub-model, e.g.
SHA-1, SHA-256;

— Digest Value: hashing result with the hash algorithm;

— Signature Method: signature algorithm used in the signature sub-model, e.g.
RSA;

— Key Info: public key certificate used for the signature;

— Signature Value: signature result with the above signature algorithm and key.

5 Opverall Evaluation

Compared with the traditional Log Files, the VPDL in tree data structure format using
XML possesses the advantage of easily judging and reading information logically. In
terms of application by the common user, the XML volume label may coordinate with
.NET Web Service and use the Web interface to offer the relevant operations. For
game players, only in accordance with the VPDL data frame to establish the relevant
databases, they may protect the virtual properties of online games more safely and
conveniently. For disputes or crimes, the investigators and examiners may find out the
relevant historic data and logic relationship of the event rapidly.

6 Conclusion

We get to the bottom of on-line game brought by the serious network disputes and crime
problems, largely because of the lack of virtual property protection mechanisms. In order

7 http://www.w3.org/Encryption/2001/, June 6. 2007.
8 http://www.w3.org/Signature/, June 6. 2007.
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to solve the problem of protecting virtual property, we revised the system framework
of the previous researches and enrich the system contents and the functions of the
attributes in each model so as to effectively manage, protect, and trace the virtual
properties. Furthermore, VPDL can guarantee the rights and interests of online
gaming players, and avoid various online gaming crimes. Also, for the
implementation of these measures, lots of digital evidences will be accumulated. Once
any dispute or crime occurs, these evidences will be used for investigation and
produced in evidence. Under this frame, six system models will be formed in order to
provide an effective protection mechanism including the certification of the identity
source of virtual property, ownership subordination, trading course, digital signature,
and encryption Through overall evaluation, without changing the existing system
mechanism of the online games, the gaming companies may attain the goal of protecting
the virtual properties within the shortest time, and may use it in virtual property
management, following trace and court digital evidence. If the game player wants to
manage or process his virtual properties, the game player may judge and read the
relevant important information of the virtual properties according to the meaning of the
Virtual Property Description Language. In the future, we will establish on the WEB
service and may provide owner unload, browse Virtual Property Description Language,
i.e. VPDL file, and provide the interface mechanism for subscriber validation VPDL
file. For game player, we expect that they can effectively manage the historic event of
virtual properties by mean of the VPDL to reduce the disputes on virtual property and
we expect to provide better service for game players. Because virtual property will be
protected well by this system, the crimes taking the game virtual properties as the
subject matter will be reduced comparatively, and the order maintenance of virtual
property will be facilitated. Even if a crime derived from virtual property occurs, the
VPDL may provide definite digital evidence facilitating the judicial authority to
understand fully the case and treat the cases just and fair.
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Abstract. The exponential growth of Internet has brought a monolithic change
in the level of malicious attacks, leading to the emergence proxy servers, which
indeed have proven to apotheosis hiding place for the Internet intruders. The
collected logs of these proxy servers contain portentous information, and its
dissection can help in analyzing the deviation of abnormal activities form the
normal ones. How to figure out their network of networks, identify possible
oftenders, and strike the heartland of their safe haven has become an upcoming
challenge for universal law enforcement agents. This paper considers exactly
what kind of elements should be explored once an offensive behavior has been
noticed in proxy logs. It scrutinizes (i) the Time Stamp gap of sequential
records (ii) the parameters of digital action (iii) the appearance of special
parameters (iv) the patterns in the log files.

Keywords: Proxy Logs, Linkage Analyses, Network attack, Computer Crime.

1 Introduction

The network attack analysis process involves three main procedures: initial response,
media imaging duplication, and imaged media analysis. Our proposed method focuses
on the procedure of imaged media analysis. This paper describes how the data mining
methodologies can be applied to the numerous log based information, which can
derive the top facts in each of the diverse connections and locate malicious events
spread across the network.

2 The Value of Auditing Log Analysis

The main purpose of this following proposed model describes how forensic
techniques have been applied to the million of daily auditing records, and provides a
rapid feedback of investigation coverage for network inspection [4].

* This work was supported in part by National Science Council in R.O.C. under Grant
_ No NSC-96-3114-P-001-002-Y.
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This paper focuses on establishing strong, legitimate links between individuals and
digital information by analyzing logs in an intrusion event. These logs contained data
pertaining HTTP requests over the past periods. The original identifiable information
is modified for the academic research purpose. Fig. 1 shows the format of a CCProxy
log and illustrates the following information:

Time Stamp: Client IP Address: Digital Action I: Server IP Address: Digital Action II

No. Time Stamp Client IP Address  Digital Action] Server [P Adekess + Digitel Action II (File Location and Parametes)
1 20061241 2204 10012819477 unknown Web GET - hitp: #160.17.225 8/keboard/mpload/HT _tw asa
2 20061241 2204 10002819477 unknown Web POST  hitp:#160.17.225 8/keboard/upload/HT _tw 4357 pageMName=defaultfshe Act—chklogin
3 20061241 2204 10002819877 wnknovwn Web GET - hitp: #160.17.225 8/ board/upload/HT _tw 2537 pa gellame=server
4 20061241 2204 10012819477 wnknovwn Web GET - hitp:#160.17.225 8/ board/mpload/HT _tw a5a? pagellame—serverfzthe Act=showrService
5 2061241 2204 10002818477 wnknovwn Web GET - hitp:#160.17.225 8/ boardupload/HT _tw 2537 pagellame—cmdShell
6 2006241 2204 1001281877 unlnovwmn Web GET - hitp: #160.17.225 8/l boardupload /HT _tar asa?pageMName=fso
7 httpe #160,17,.225 Bikcboardupload/HT _tw asa¥pegelame=fsofahePath=D %3 Averrarootyjk
choardt
httpe #160.17.225 Bikchoardupload /HT _tw asa? pageMarne=fsofstheFa th=D %3 Averrerootyik
cheardiupload %2Easplahect=edit
httpe 416017225 B/kc board/upload HT _tw 2527 pageMame=fsodsthe Pa th=D %3 Avsrarwroot ik
cheardvupleadok® 2EaspdrheAct=adit
hitpe #1601 7,225 8/ board upload HT _tw 2527 pagellame—streamlethePath=D% 3 Ao
10 2006021 2205 10012819477 wnknown Web GET otikcboardnplondok B 2EaspErheAct—dom
11 20061215 1947 10012815477 unknown Web GET  httpe #edtower fon.comu twHT_tw.asa
12 20061215 1947 10012819477 unknown Web POST  http: #ediewer o w.com. twHT_tw.asa? pageMame=de fanlt &t heAct=chkLogin
13 20061215 1947 100.128.194.77 wnknown Web GET  hitp: #edtewer fow.comutwHT_tw.asa?pageMaroe=server
14 20061215 1947 100.128.19.77 wnlnown Web GET  http: #ediower fow.comu b HT_twr.asa?pageMarme=serve rahe Act=showService
15 20061215 1947 100.128.19.77 wnltnown Web GET  http: #edtower fow.com. b HT_tw.asa?pageMare=serve réhe Act=chowd Jar
16 20067215 1948 10012815477 wnknovwn Web GET - http: #ediewer Jon.comu twdHT_twnasa? pageMame—tso
17 20061215 1948 1001281477 wnlnown Web GET - hitp: #ediewer fen.com. tw/HT_tw.asa? pageMame=fsodnhePath=C:y
18 20061215 1948 1001281477 unlmovwn Web GET  hitp: #edtower fon.com. tw/HT_tw.asa? pageMame=fsodnhePath=C%3 Aback
19 200612200002 1001281477 wnlmown Web PUT - hitp #100.128 11324 HT _twrasa
20 20612290004 1001281977 wlmown WebPUT  Ittp#100.128,113.24 LugloadHT_twas
2 20612290012 10012819477 wnknown Web PUT It #100.128.113.24 Lupload HT twas
22 2006/122900:13 10012819477 wnknovn Web PUT  hitpe #100.128,113.24 L uplead HT_twasa
‘hittp: Agarg mndhs . om. e Web- S YEMD Dovnloa dDocdata/ 20051 2310991 0662-
HT _tw.asa
‘hittp: A mndhs e om e Web- S YEAMD Dovnloa dDocdata/ 20051 2310501 0662-
HT _tw.asa?pa geMame=defanltéthe Act=chklogin
‘hittp: Awewrw mdhs te.com e Web- S Y MD Dovwnloa dDoc data /20051 2310391 0662-
HT _tw.asa"pa geMName=server

0621 2205 1001281%.77  mnlinown Weh GET
& 20067241 2205 1001281477 wnlmown Web GET

9 20061341 2205 1001281977 unlmown Web GET

23 2006251 0039 100128177 wnlmown Web GET
24 2006281 0039 1001281977 wnknown Web POST
5

206231 0039 10012819477 wmknown Web GET

Fig. 1. An Example of CCProxy Log

e Time Stamp: Seeing the data in this proxy log file it could be concluded that, if
the time gap of sequential records is longer than two minutes, we can believe that
it could be a sign of some abnormal activity by human being. The records from
No. 19 to No. 21 are one of the best examples.

e |P Address: The source computer of launching backdoor attack is always the
‘100.128.194.77° IP Address, which is also recognized as a public firewall IP address.

e Digital Action: The information of digital action is divided into two parts. The
first part represents that the attacker uses an unknown account to access the web
service and to get or post some packets by way of this proxy server. The second
part describes the relevant program information, which contains the file name,
location, parameter, and etc. This information is useful for further analysis.

3 Our Proposed Approach

3.1 Detect Network Attacks

The following section discusses our methodologies in reference to the three main
phases: Data Pre-Processing, Pattern Discovery, and Pattern Analysis [2]. Table 1
outlines these sequential decision making procedures and their main functions.
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Table 1. Sequential Decision Making Procedures

Phase Procedures Main Function
. Image Duplication Backup the source logs
I. Data Pre-Processing: .g P - - P — £
Clarify the Relevant Refine processing Figure out specific parameters
Characteristics -
Input processing Compare the parameters
. Pattern observation Observing specific patterns
IL. Pattern Discovery: - £ 'p - P
I;md Out the Intruder |Pattern searching Parameter filtering
attern — . :
Pattern redistribution Active monitor parameters
III. Pattern Analysis: Content analysis Passive decode parameters

Pattern-orienfed - . .
Analysis Linkage network analysis |Organize as a chart

Phase I: Data Pre-Processing- Clarifying the Relevant Characteristics
This phase is done to remove useless information and has three main components
[1,2]:

Image Duplication: A backup of the source log is created and the subsequent
examination is undertaken on the imaged files.

Refine Processing: This step works on procedures attempting to extract proactive
information from massive datasets and promotes effective analysis.

Input Processing: It is concerned with transferring the datasets into another
format to deal with semi-automated data mining.

Phase I1: Pattern Discovery- Find out the Intruder Pattern
A brief observation of the log files can outline the intruder’s activities. This is
illustrated as follows:

Pattern Observation: The examiner can identify the entrance and exit of any

intrusion. The following two items of the datasets should be considered for the

further analysis of observational pattern.

= [P address: After examining the auditing information, the analyst finds out
that the intrusion has come from a certain IP address. The consequent
scrutiny reveals that it belongs to a public firewall IP address which hides
many source addresses behind it.

= Specific Characteristics: If the source computer is the same, it is believed so
are the version of client computer OS (Operating System) and the browsing
AP (Application Program). Hence, the investigators can double check on the
above characteristics. In most situations, the intruders will use the particular
programs, port numbers, or program functions to penetrate the compromised
server computers.

Pattern Searching: Certain string matching procedures are necessary to be

implemented to facilitate this process. The crucial elements of network log are

serviceable references in Table 2.
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Table 2. Crucial Elements in Network Log

Elements Option]I: Pattern|Option2: Action Option3: Intruder’s
Concerns Concerns Concerns

[P Address [Source or Single or Multiple Static, Dynamic, or Proxy
Destination

Time Stamp [Sequential or By Program or Human-[Time Zone, Daylight
Range béing Saving Time, or

Synchronization

Digital Visible or True or False Common or Special

Action Hidden Parameters

Response Success or Recorded or Missed Reasonable or

Message Failure Unreasonable

e Pattern Redistribution: This step parcels out the meaning of selected pattern and
its investigative context. Our empirical analysis reveals that log analysis can

identify as many substitutes as complements.

Phase III: Pattern Analysis- Pattern-oriented Analysis

This phase makes the investigator aware of the important enigmatic information. It

consists of the following procedures:
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e (Content Analysis: This step focuses on investigating operating pattern, detecting
anomalous behavior, and getting the evidence discovery of better insights into the
data flow [3].

e Linkage Network Analysis: Examiners are required to discover elements that co-
occur frequently within datasets consisting of multiple independent correlations
of co-occurring elements, such as IP addresses, program names, and etc. Fig. 2
illustrates a sample of linkage network analysis on the elements of IP address and
program name, and reduces potentially huge information to a small,
understandable set of graphically supported elements.

3.2 Prevent Network Attacks

From the previous observation, the threat of malicious activity lies not in the
information of unwariness but in the improper use of that information, which is already
held by various auditing systems. The integration and expansion of auditing database
promises greater security possibilities which are appropriate to boost future defense.
Thus, we focus our attention on preventive measures to reduce the opportunities of
network attacks, or take proactive steps to shield our particular information from high-
risk Internet activities.

3.2.1 Limitations of Our Approach

The growth of Internet has lead to stupendous increase in the nature of network
attacks. Therefore, every intrusion detection technique is bound to have some
limitations like Intruder signatures of unknown behavior, current threats of zero day
attack, and encrypted problem of packet data.

3.2.2 Possible Enhancements

Even though our proposed method has certain limitations, the scope of improvement
is always there like regularly updating the database, implementing parallelization at
the hardware level to reduce the analysis time, and using latest anomaly based tools
like 12 or Adaptive Security Analyzer (ASA).

4 Conclusion

In this paper, we considered the problem of mining on proxy logs and proposed a
mechanism which could detect malicious network activities and develop a preventive
strategy for future attacks.
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Abstract. Nowadays, computer crimes involving e-mail increases rapidly. To
prevent these phenomena from happening, the authorship identification
methods for Chinese e-mail documents were described in this paper, which
could provide evidence for the purpose of computer forensic. The theoretical
framework was presented. Various style features including linguistic features,
structural characteristics and format features were analyzed. The support vector
machine algorithm was used for learning algorithm. To validate the methods,
experiments were made on limited dataset. The results were satisfying, which
proved that the methods were effective and feasible to apply to computer
forensic.

Keywords: Computer forensic, Chinese e-mail, authorship identification,
Support Vector Machine, feature extraction.

1 Introduction

With the rapid growth in computer technology and information level, especially the
increasing popularization of Internet, e-mail has become an expedient and economical
form of communication. However, the crimes increase by means of e-mail, such as
antisocial mail, fraud mail, racketeering mail, terroristic threatening mail,
pornographic mail, virus and junk mail etc, which do harm to people’s daily life, even
affect social stabilization and national security. It is the time to take some effective
measures to prevent these phenomena.

The current methods are merely some passive defending measures such as e-mail
filtering, installing firewall, etc. These methods are not effective and cannot put an
end of the e-mail crime. So the ability to provide evidence for courtroom and punish
the criminal by means of law is an effective method for preventing the e-mail crime.
But it is difficult to find out the real identity of e-mail by the free mailbox. Because
the applicant of free mailbox can forge the information at will, when they register.
The sender’s address can be forged and routed through anonymous mail server, or the
sender’s name may have been modified. So finding some efficient methods for
analyzing the content of e-mail messages and identifying or categorizing the authors
of these messages automatically are becoming imperative.

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 251 r 008.
© Springer-Verlag Berlin Heidelberg 2008
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Stylometry is a linguistic discipline that applies statistical analysis to literature by
capturing the often elusive character of an author's style, using a variety of
quantitative criteria. The main assumption underlying stylometric studies is that
authors have an unconscious aspect to their style. Every author's style is thought to
have certain features that are independent of the author's will, and since these features
cannot be consciously manipulated by the author, they are considered to provide the
most reliable data for the stylometric study. Stylometry is the basis for authorship
analysis, which evaluates writing characteristics to make inferences about who
wrote it. Authorship identification is one approach of authorship analysis, which
deals with attributing authorship of unidentified writing on the basis of stylistic
similarities between the authors’ known works and the unidentified piece. From a
machine learning point of view, this task can be seen as single-label multi-class
machine categorization problem.

One major subtask of the authorship identification problem is extracting the most
optimum features for representing the style of an author. Several measures have been
proposed, including attempting to quantify lexical features, syntax features and
structural features. The primary problems in the field are that there is no consensus of
fixed features set. Techniques used for feature extraction are almost language
dependent, and in fact differ dramatically from language to language. For example,
Chinese do not have word boundaries explicitly in texts. In fact, word segmentation
itself is a difficult problem in Chinese languages. So feature extraction methods for
Chinese documents are different to other language such as English and other Indo-
European languages. Furthermore e-mail documents are one especial form of text
documents. E-mail documents are generally brief and to the point. Similar to written
letter, the writing should obey some form of formats, though some authors ignore
them, which just can be represented as a sort of features. So in this paper, Features
exaction methods that adapt to Chinese e-mail documents were presented to
investigate the methods for identifying Chinese e-mail documents’ authorship. The
support vector machine was adopted as learning algorithm. Experiments were made to
validate the feasible of the methods to computer forensic.

The rest of the paper is organized as follows: Section 2 introduces the related work
involving authorship identification. Section 3 describes the methods of Chinese e-mail
authorship identification. Section 4 provides our experimental methodology and
analysis the experimental results. Section 5 is the conclusion of the paper.

2 Related Works

Stylometry is a burgeoning interdisciplinary research area that integrates literary
stylistics, statistics and computer science. The origins of stylometry can be traced
back to the mid 19" century, where the English logician Augustus de Morgan
suggested word length could be an indicator of authorship. The real impact did not
come until 1964, when two American statisticians Mosteller and Wallance decided to
use word frequencies to investigate the mystery of the authorship of The Federalist
Papers [1].

Stylometry has been used in a small but diverse number of application areas.
Examples include identifying authors in literature, in program code, and in forensic
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analysis for criminal cases. Perhaps the most extensive and comprehensive
application of authorship analysis is in literature. Several studies attempts to resolve
Shakespeare’s works date back many years[2]. Specific author features such as
unusual diction, frequency of certain words, choice of rhymes, and habits of
hyphenation have been used as testing for authorship attribution. Program code
authorship has been researched in the context of software and plagiarism, software
author tracking and intrusion detection. Some features such as typographical
characteristics, stylistic metric, and programming structure metrics have been
researched [3][4][5]. The forensic analysis attempts to match text to authors for the
purpose of a criminal investigation[6]. Currently forensic analysis has become
increasingly popular in identification of online messages due to augmented misused
of the Internet[7][8].

Recently, e-mail authorship analysis begins to draw researchers’ attention. De Vel
attempted to identify and attribute authorship of e-mail messages using support vector
machine by using a collection of typical stylistic features such as structural
characteristic and linguistic evidence for the purpose of computer forensic. Promising
results were achieved, but the approach used was limited and far from
optimized[9][10]. Tsuboi studied authorship attribution of e-mail messages and World
Wide Web documents written in Japanese[11]. He used the sequential word patterns
or word n-grams with n=2 and 3 from each sentence in the documents as features set.
Good classification performance was gained. But Chinese is different from English,
and a much lesser different from Japanese, therefore techniques developed in English
and Japanese, especially the former, may not be directly applicable to Chinese.

Statistical and machine learning techniques constitute the two most common
analytical approaches to authorship attribution. Many multivariate statistical
approaches such as principal component analysis have shown a high level of
accuracy. However, these approaches also have some pitfalls, including the need for
more stringent models and assumptions. Machine learning techniques emerged from
the drastic increases in computational power over the past several years. These
techniques include support vector machine(SVM), neural networks, and decision
trees. They have gained wider acceptance in authorship analysis studies in recent
years because they provide greater scalability than statistical techniques for handling
more features, and they’re less susceptible to noisy data. These benefits are important
for working with authorship identification, which involves classification of many
authors and a large features set[7][10][11].

3 The Methods of Chinese E-Mail Authorship Identification

Figure 1 provides the process design of the methods of Chinese e-mail authorship
identification. The process was divided into three steps. The first was feature
extraction step. The purpose of the step was extraction writing style features from e-
mail set and representing these features by vector space model. The second was
training step. In this step, support vector machine algorithm was used to learn the
features set and transformed into classifier. The third was categorizing step. The
unknown classificatory e-mail documents could be categorized into some authors list
automatically by the classifier that was trained in training step. The following are the
methods described in detail.
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Fig. 1. Authorship identification process design

3.1 The Feature Extraction and Representation Methods

The optimum feature extraction methods contribute to the categorization accuracy. As
to Chinese e-mail documents, linguistic features, structural characteristics and format
features were extracted.

Linguistic features can be word based. That is to say, the features are that
somebody has a preference for usage of some specific words unconsciously. The
statistic of the frequencies of the words can be computed and represented as linguistic
features, which is similar to lexical features in some studies.

Because Chinese text does not have a natural delimiter between words, the
frequencies of words cannot be computed until Word segmentation methods are
available in china, which is necessary to the research of Chinese text process. In the
research, the word segmentation software named ICTCLAS developed by Chinese
academy of Sciences was used for word segmentation and part of speech tagging of
Chinese e-mail text.

We adopted Vector Space Model (VSM) to represent the linguistic features. The
vector space model has been widely used in the traditional Information Retrieval
field. The basic idea is to represent each document as a vector of certain weighted
word frequencies. In VSM, text-based documents are represented as vectors in a high-
dimensional vector space where the value of dimensions is based on the feature in that
document. Each document is represented as a vector of term and weight pairs.
Namely document d will be represented by a vector v, =(@,w).(t,w), -+ (,.w,))- We

calculate the weight of the vector by the common technique 41 o igf (term frequency-
inverse document frequency) value:
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5
7, d)xlog(%t +0.01)
Zrez{zf a, d)xlog(%r +0.01)}

Where W(-4) is the weight of term t in document d, 7 (-4 is the frequency of term t in
document d, N is the total number of documents, n, is the number of documents that
contain term t.

It is not necessary to extract all the words as the linguistic features, because some
words contain little information. Too many dimensions may cost computation time,
and may have negative effect on categorization results. So dimension reduction is
essential. Document frequency (DF), information gain (IG), mutual information (MI),
term strength (TS), the x°-test (CHI) are the common feature selection methods. Yang
has compared the various methods and found IG most effective[12]. So we adopted
IG as the feature selection criteria.

=
W(t,d)=

ey

m m

Gainlw) = —Zp(c,.)logP(c,.) + p(w)Zp(c,. /w)log P(c; / w) +
i=L ) i=l1 (2)

P plc, 1 w)log P(c, / w)

i=1
Gain(w)denotes the information gain of term w. {c }" denotes the set of categories in

the target space.

Structural characteristics deal with the text’s organization and layout. The body of
e-mail documents sometimes is short. There are a few sentences and paragraphs. The
authors can write at will. Therefore, based on e-mail’s writing characteristics, we
extracted 32 structural characteristics. The examples are listed in table 1.

Table 1. E-mail documents’ structural characteristics

Attribute type

Mean sentence length

Mean paragraph length

Number of blank lines/total number of lines
Number of space/total number of words
The rates of English words

The rates of digital

The rates of punctuation

Table 2. E-mail documents’ format features

Attribute type

With or without have attachments
With or without have reply

With or without have date

With or without have appellation
Uses a greeting acknowledgement
Uses a farewell acknowledgement
Contain signature text block
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Similar to common letters, e-mail documents have some writing formats, Such as
greeting, attachment, signature, farewell etc. we extracted 21 format features. The
examples are listed in table 2.

3.2 Support Vector Machine Classifier

Support Vector Machine (SVM) is a relatively new class of machine learning
techniques first introduced by Vapnik[13]. Based on the structural risk minimization
principle of the computational theory, SVM seeks a decision surface to separate the
training data points into two classes and makes decisions based on the support vectors
that are selected as the only effective elements from the training set.

The idea of the Support Vector Machine is to find a model for which we can
guarantee the lowest true error by controlling the model complexity (VC-dimension).
This avoids over-fitting, which is the main problem for other learning algorithm. So
the distinctive advantage of the SVM is its ability to process many high-dimensional
applications, such as text classification and authorship categorization. So in this study,
we adopted SVM algorithm as learning algorithm.

4 Experiments

4.1 Experiments Methods

To validate the methods, experiments were made on limited dataset, which included
150 e-mail documents that were written by five persons. Each person had 30 e-mail
documents. 20 e-mail documents were selected as training set. And other 10 e-mail
documents were selected as testing set. Since there were only a small amount of data
to produce a model of authorship, the performance of each feature was measured by
3-fold cross-validation to provide a more meaningful result. We wanted to do two
experiments. The purpose of the first experiment was to validate the effect of different
features set combination on results. 1000 linguistic features mainly including some
words and phrases were extracted. Moreover 32 structural characteristics and 21
format features were extracted. To experiment how many dimensions of linguistic
features were optimum, we have done the second experiment on different number of
linguistic features.

To evaluate the experimental performance on the e-mail document corpus, macro-
averaged F, statistic F; (M) was calculated, where:

z,:1 F'»AF, (3)

FOn _
0 =
NAC
Where N4c is the number of author category and Fuc is the per-author-category F;
statistic for author category Ac,(i=12,---,N,.):
Q‘PAC,RACL

FI,AC, = (PAC, +RAC,) (4)
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The classifier used in the experiments was the Support Vector Machine classifier
Libsvm2.8.4. Libsvm is a simple, easy-to-use, and efficient software for SVM
classification and regression. In our experiments we used the linear kernel function
and the balance parameter value C was set to 1.0.

4.2 Experiments Results and Discussions

After extracting the feature values, we have done the first experiment to test the affect
of the three types of features on the results respectively. The first set (F1) consisted of
linguistic features, and the second (F2) denoted structural characteristics. (F3) was the
format features. Table 3 and figure 2 summarize authorship identification accuracy
results for the comparison of the different features set combination.

Table 3. The experimental results of different features set combination

Features set F,
F1 83.04%
F1+F2 92.88%
F1+F3 96.59%
F2+F3 97.59%
F1+F2+F3 98.36%

100 P —
95

90

75
Fi FI+4F2  FI+F3  F2+F3  F1+F2+F3

Fig. 2. The experimental results of different features set combination

From table 3 and figure 2, we could see that the best results were gained if we
combined linguistic features, structural characteristics and format features together.
The result of F; was 98.36%. This was a satisfying result. The worst results were
gained if we experimented on linguistic features solely. The result of F; was 83.04%.
We could get better results if we combined linguistic features and other two kinds of
features.

To experiment how many dimensions of linguistic features were optimum, we have
done the second experiment on different number of linguistic features. Table 4 and
figure 3 show the affect of different number of linguistic features on results.
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Table 4. The effect of different dimensions of linguistic features on experimental results

dimensions 100 300 400 500 600 700 1000
F (%) 64.2 86.9 87.1 87.5 85.7 86.6 83

100
80 | e ‘
60

40 F

20

0

100 300 400 500 600 700 1000

Fig. 3. The effect of different dimensions of linguistic features on experimental results

From Table 4 and figure 3, we could see that about 500 dimensions of linguistic
features were optimum. Too few features could not express the author’s features
adequately. Too many features may result in features redundancy and have negative
effect on categorization results. So the optimum features selection for linguistic
features were essential.

5 Conclusion

In this paper, the computer forensic methods for identifying e-mail documents’
authorship automatically were provided. Various features including linguistic
features, structural characteristics and format features were analyzed. Support vector
machine algorithm was adopted as learning algorithm. To validate the effects of
different features on results, different features combination was experimented. The
conclusions were made that the best results were gained if the linguistic features,
structural characteristics and format features were combined together. The F; was
98.36%. Furthermore we have drawn the conclusion that about 500 dimensions of
linguistic features were optimum. The results were satisfying, which proved that the
methods were feasible to apply for computer forensic.
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Abstract. We propose a collaborative forensics framework to trace back callers
of VolIP services in a multi-network environment. The paper is divided into two
parts. The first part discusses the critical components of SIP-based telephony
and determines the information needed for traceback in single and multiple
Autonomous Systems (ASs). The second part proposes the framework and the
entities of collaborative forensics. We also propose an algorithm for merging
collected data. The mechanism used to execute collaborative forensics with co-
operating units is presented and the procedures used in the collaborative archi-
tecture are described. For every entity, we suggest some interesting topics for
research.

Keywords: collaborative forensics, VoIP services, traceback, SIP.

1 Introduction

The Public Switched Telephone Network (PSTN) has dominated voice communica-
tions over a long period. With the growth of the Internet, however, VoIP (Voice over
IP) services based on packet-switched technology have become widely accepted and
could eventually replace PSTN. Currently, a major drawback of VoIP services is that
they are vulnerable to many potential security threats inherited from the Internet Pro-
tocol (IP). A taxonomy for mitigating potential VoIP security and privacy problems is
defined in [1].

While VoIP services have many desirable communication features, they have also
become a tool for illegal activities, as criminals can communicate via VoIP services
and avoid being intercepted by law enforcement agencies (LEAs). There are a number
of reasons why LEAs have difficulty intercepting and tracing back VoIP calls. Two
major reasons are that 1) diverse techniques are used to access the Internet, e.g., cam-
pus networks, General Packet Radio Service (GPRS), Public 802.11 wireless network,
and 3G; and 2) the dynamic addresses assigned to the caller/callee, are frequently lo-
cated behind a Network Address Translation (NAT) router. Therefore, how to help
LEAs identify IP packets lawfully is a major problem in various networks [2].

The goal of the VoIP traceback task is to trace the identities and geo-locations of
the caller and callee of a VoIP service. To achieve this goal, Network Operators, Ac-
cess Providers and Service Providers (NWO/AP/SvP) have to cooperate to record the
identities of the parties and other necessary information. In this paper, we argue that

C.C. Yang et al. (Eds.): ISI 2008 Workshops, LNCS 5075, pp. 260 2008.
© Springer-Verlag Berlin Heidelberg 2008
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the information needs to be recorded by operators of SIP- (Session Initiation Protocol)
based networks. We propose a collaborative forensics framework, protocol and
mechanism that automatically collects, associates, manages, and links information in
order to reconstruct criminal acts. As a result, different parts of an event can be linked
to build a complete picture of an incident that could be used as evidence in a court of
law. By correlating related events, we can determine how a network incident (i.e.,
crime/attack) occurred, including the origin, the method used, and the people respon-
sible. Ultimately, we hope to apply our findings to help prevent criminal activities on
the Internet.

The proposed collaborative forensics framework is based on two assumptions: a)
each NWO/AP/SvP has the administrative capability to handle event interception and
to provide correct information to LEAs; and b) the collaborative forensic operating
environment is secure.

The primary contributions of this paper are the follows:

e We discuss the protocol and the critical components of VoIP services and deter-
mine the information that needs to be recorded for possible forensic investigations.

e We explain how to perform traceback by using the recorded information in two
scenarios, single and multiple AS networks.

e We propose a cooperative architecture, protocol and mechanism for collaborative
forensics. In addition, we propose an algorithm for merging the collected data.

e We suggest several interesting research avenues related to the development of the
collaborative framework.

The remainder of this paper is organized as follows. Section 2 contains a review of
related works. In Section 3, we describe SIP-based VoIP services and traceback. In
Section 4, we discuss the proposed collaborative forensics framework. Then, in
Section 5, we summarize our conclusions and indicate future research avenues.

2 Related Work

Although VoIP provides many desirable services, such as convenient voice calls, the
services are vulnerable to a number of potential security threats inherited from the
root Internet Protocol (IP). In recent years, VoIP has become a tool for illegal activi-
ties as criminals have exploited the security loopholes in IP. In [1], the authors inves-
tigate the risks of VoIP technology and define a taxonomy to enhance VoIP security
and mitigate threats to privacy. Because VoIP services rely on the Internet, they are
vulnerable to threats from different protocol layers. In [3], attacks are categorized by
the vulnerabilities of VoIP devices, configurations, infrastructures, protocols and ap-
plications. Meanwhile, some works have focused on developing a VoIP intrusion de-
tection system [4, 5]. There has also been a substantial amount of research on how to
establish an LEA architecture for VolIP services [6, 7], and how to enhance VoIP for
use by emergency services [8]. Newly-developed anonymous VoIP telephone services
(e.g., Skype [9]) make the traceback task even more difficult for LEAs. To resolve
this problem, Wang et al. [10] proposed a method that effectively traces anonymous
calls by embedding a unique watermark on the inter-packet timing of the VoIP flow
in real-time.
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Fig. 1. SIP-based IP telephony Fig. 2. SIP Signaling

In this research, we follow the approaches in [11, 12, 13] and propose a framework
for collaborative forensics. We also propose sending XML (eXtensible Markup Lan-
guage) [14] formatted messages via web services. Our objective here is twofold: 1) to
help LEAs obtain the information necessary to trace back VoIP phone calls; and 2)
to help domain experts construct domain knowledge to enhance existing systems
collaboratively.

3 VoIP Traceback

In this paper, we only consider SIP-based IP telephony. To provide VoIP services, an
SIP-based telephone system utilizes multiple protocols, including the Session Initia-
tion Protocol (SIP) [15] and the Real-time Transport Protocol (RTP) [16]. As men-
tioned earlier, there are a number of reasons why LEAs have difficulty intercepting
and tracing back VolIP calls. Two major reasons are that 1) diverse techniques are
used to access the Internet (e.g., campus networks, General Packet Radio Service
(GPRS), Public 802.11 wireless network, and 3G); and 2) dynamic IP addresses as-
signed to a caller/callee are frequently located behind the Network Address Transla-
tion (NAT) router. In this section, we describe the communications and the critical
points for VoIP services, and determine the information that needs to be recorded.
Then, based on the recorded information, we discuss how to perform traceback with
single and multiple ASs.

3.1 The Communications and Critical Points of VoIP Services

The architecture of SIP-based IP telephony is shown in Fig. 1. The Registrars and
Proxies are the SIP servers. A Registrar is responsible for registration, after which the
Proxy servers relay the signaling to the callee’s address and offer the service. The
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Table 1. Information recorded by the SIP Registrar Server

Attributes Description
Account User’s network-based phone account
Source IP Obtained from the user’s registered message
Timestamp The time the call was registered

Table 2. Information recorded by the SIP Proxy server

Attributes Description

Caller’s Account |Caller’s account or telephone number; obtained from the caller’s INVITE
message.

Callee’s Account |Callee’s account or telephone number; obtained from the caller’s INVITE
message.

Caller’s IP/Port  |Caller’s IP and Port number; obtained from the caller’s INVITE message.

(Signaling)

Callee’s IP/Port  |Callee’s IP and Port number; obtained from the callee’s OK message.

(Signaling)

Caller’s IP/Port  |Caller’s IP and Port number; obtained from the caller’s SDP on INVITE

(media) message.

Callee’s IP/Port  |Callee’s IP and Port number; obtained from the OK message of the

(media) callee’s SDP

Time: From The time Proxy received the INVITE

Time: To The time Proxy received the BYE

Answering time | The time Proxy received the OK

Table 3. The NAT/DHCP
Attributes Description
Account User’s network-based phone account

Private IP/Port The private IP/Port with NAT

Public IP/Port The public IP/Port assigned to NAT/DHCH
Time: From The time the private IP made the call

Time: To The time the private IP was interrupted

signaling of the SIP protocol is shown in Fig. 2 [15]. Tables 1, 2, and 3 list the respec-
tive information that the SIP Registrar Server, SIP Proxy Server and NAT/DHCP
(Dynamic Host Configuration Protocol) need to record for traceback.

3.2 Traceback within a Single AS Network

We use a scenario of a caller (Alice) and a callee (Bob) in a single AS network to ex-
plain how we perform traceback from Bob to Alice, as shown in Fig. 3.

Case 1: Both Alice and Bob are with public IPs in a single AS. In this scenario, all the
required information about the caller and callee is recorded by the Registrar and Proxy
service providers when the connection for the session is set up. The information, which
is distributed over a number of components (as shown in Fig. 3), can be easily collected,
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Fig. 4. The data recorded by the NAT/SIP Registrar/SIP Proxy is merged as a Local Event

extracted and merged into a Local Event (LE). The LE can be represented as an XML
formatted message and reported by the administrator using the SEAL Protocol (intro-
duced in the next section). Before the result can be sent to the LEA, the autonomous
system number (ASN) and service type are inserted for classification and storage pur-
poses, as shown in Fig. 4.

Case 2: Alice is with a private IP and Bob is with public IP in a single AS.

Because Alice is behind the NAT with the private IP, we need the NAT router to
record the mappings of private IPs and public IPs during the connection period. The
information gathered by the NAT router, SIP Registrar and SIP Proxy is collected, ex-
tracted and merged as a Local Event. This is same as case 1, except for the private IP,
as shown in Fig. 4. Then, based on the reported events, we can perform a trace back to
the caller across the NAT from the callee. For collaborative forensics, we have to de-
cide how long information about Local Events should be kept. A tradeoff between
storage requirements and the need for accuracy (mainly, the false negative rate) has to
be made carefully.
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3.3 Traceback with Multi-AS Networks

Case 3: Traceback under multi-AS is similar that for the single AS cases described in
the previous section, except that Alice and Bob’s IPs are located at different service
providers. In Fig. 3, the caller (Alice) and the callee (Bob) belong to different VoIP
service providers, each of which has its own SIP register and SIP proxy servers. As-
sume that caller Alice is either behind the NAT router with a private IP or she uses the
dynamic IP. After Alice completes the registration, the signaling will be relayed from
the Atlanta SIP proxy to the Pacific SIP proxy, which will then relay it to Bob. Each
Atlanta and Pacific SIP proxy can obtain the complete information within its AS and
produce its Local Event independently, as shown in Fig. 5.

When tracing back from the callee Bob, we can get the caller’s public IP from the
Local Event of Pacific, but not the private IP. However, if we can match the Local
Event of Pacific with the Local Event of Atlanta, we can obtain the caller’s private IP,
as shown in Fig. 5 (b).

4 The Framework of Collaborative Forensics for VoIP Services

Operators may not want to share their information with others for a variety of reasons
(e.g., privacy concerns, commercial competition, policy, cultures, and implementation
differences). One way to solve the problem is to design a mechanism that can be su-
pervised by an independent authority. The mechanism would aggregate, integrate and
correlate local information (i.e., Local Events) from operators to carry out the trace-
back task without violating privacy laws. Since the LE only contains information
needed for traceback and the collaborative framework is under the supervision of an
independent authority, network operators should not be reluctant to collaborate.
Network operators already have systems and databases for the distribution of in-
formation needed for traceback. Therefore, we only need a cooperative architecture,
protocol and mechanism to automatically collect, associate, manage, link and recon-
struct information about criminal activity in real-time for a fast response. The
proposed collaborative framework, called SKYEYE, is designed to meet this need.

4.1 SKYEYE Entities and Their Functions

In this section, we introduce the entities of SKYEYE and their functions. Fig. 6 illus-
trates the SKYEYE entities and procedures, as well as the cooperating units, i.e.,
LEA, existing systems, NWO/AP/SvP and FRTs (Fast Response Teams).
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4.1.1 Local Event (LE)

Local Event data is collected from the NAT/DHCP, SIP Registrar and SIP Proxy in an
AS by ALEE using the specification of SkyEye-ALee (SEAL) Protocol. For one VoIP
call, the ALEE will produce two copies of the Local Event; one will be stored in the
local operator’s database for backup, and the other will be sent to SKYEYE for foren-
sic analysis. The service type of the Local Event (e.g., SIP, GSM, 3G) will be labeled
accordingly by ALEE. No matter whether the caller and callee are located in the same
AS or not, their IPs are encapsulated in the LE, as shown in Figs. 4 and 5. For trace-
back to the caller, we only need the LE’s from the callee and caller. In other words,
the LEs of the intermediate ASs are not needed.

4.1.2 Access Local Event Entity (ALEE)

ALEE is the interface of AS that connects and communicates with SKYEYE, which is
independent of the AS realm. For each SIP-based phone call, the ALEE will automati-
cally collect the required information about the caller and callee from the NAT/DHCP,
SIP Registrar and SIP Proxy in the operating network (AS) and merge the pieces of in-
formation to produce the Local Event. When ALEE receives the command from
SKYEYE, the queried LEs will be sent to SKYEYE again for confirmation.

4.1.3 The Flexible SKYEYE ALEE (SEAL) Protocol

The SEAL protocol is designed to transport Local Events presented in XML-
formatted messages; therefore, it can easily be extended to accommodate different ac-
cess network technologies and different services.
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4.1.4 The SKYEYE
The SKYEYE is the kernel of the collaborative forensic mechanism. All the collabo-
rative investigating activities are executed in this entity. It is comprised of the follow-
ing modules and functions: aggregation, event correlation, event information mining,
integration, and expertise repository.

Below, we describe each module and its function in the collaborative forensics
framework. We also indicate issues that require further research.

e The Aggregation Module (AGG): The AGG is the interface of ALEE that collects
all LEs from ALEE and stores them in the event data warehouse (EDW). To im-
prove the querying and search functions, further research is required on: a) LE
classification and storage; and b) efficient aggregation methods.

e The Correlation Module (CORR): The CORR’s function is to correlate related LEs
in order to build a complete picture and determine how a network incident (crime,
attack) occurred. CORR tries to find out the origin, the method, the people respon-
sible, and the identity of potential victims. Further research is required on a) an
efficient algorithm for correlating related events; and b) how to identify the key at-
tributes of a crime for correlative forensics.

e The Event Information Mining Module (EIM): By exploiting data mining tech-
niques, the EIM tries to discover useful knowledge from LEs in order to predict
criminals’ intentions and thereby prevent crimes occurring. Further research is re-
quired on: a) techniques for Event information mining; and b) a model of criminal
behavior that can be used to predict possible criminal activity.

e The Integration Module (INTE): The INTE is an interface for integrating informa-
tion from existing information systems for forensic analysis.

e Control and Decision Making Module (CDM): This is the core module of
SKYEYE. Its main functions are to control the processes of collaborative forensics
and make necessary decisions for other tasks. The CDM can look up an expertise
repository or consult domain experts via virtual panels for decisions. The CDM is-
sues orders for Fast Response Teams (FRTs) to execute tasks, and provides up-
dates about the latest situations and information about incidents. Further research is
required to a) develop standard operating procedures (SOPs) for the CDM; b) es-
tablish a decision-making procedure; and c¢) improve methods the used to identify
potential victims and criminal companies.

e Fast Response Teams (FRTs): FRTs are specialized units that perform diverse
tasks. They receive and execute orders sent by the CDM. They also report the latest
situations and incidents to the CDM.

® [nformation Sharing: Event information is shared with partners for event detection
and prevention, defense in depth and fast responses to events, and to alert potential
victims.

4.2 Collaborative Forensics Work of SKYEYE

Next, we describe the execution of collaborative forensics with cooperating units. The
steps are as follows.

Step (1). LEA sends commands to the Control and Decision-Making module
(CDM) of SKYEYE. Each command includes two essential elements, the Callee’s
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Account and the Calling time-parameter. The former is the starting point for the
traceback, and the latter is used to identify the right call. Both of them are key attrib-
utes of LE searches of the Event Data Warehouse (EDW) and the operator’s database.

Step (2.a). The CDM module sends a request to the EDW and ALEE for a Local
Event (LE) search with Callee’s Account and Calling time-parameter. If an LE exists
it should be stored in the EDW, because it would have been produced and sent to the
EDW by ALEE when a call was terminated. The only reasons for the non-existence of
an LE are that it was deleted when the stored data expired or some transmission errors
occurred.

Step (2.b). The responses of EDW depend on the number of LEs found in its data-
base. For example, given a Calling-parameter, 19h30m:19h52m, for each call, there
should be two LEs, produced by the ASs of the caller and the callee respectively and
stored in the EDW. The LEs will be accessed and sent to correlation module (CORR)
to be double-checked with the LE information from the operator. For these LEs, the
Caller’s Related Information (e.g., Account, Public IP/Port) and ASN can be obtained
and passed to the LEA (Step 6.a). For SIP-based phone calls, the data collection task
has been completed in principle.

Step (2.c). No matter whether the LEs can be found in the EDW or not, the CDM
module sends the request to the operator for Local Events (LEs) for confirmation. The
LEs will be sent to Aggregation module (AGG) via SEAL. First, the AGG will check
whether the LEs are still stored in the EDW. If they are, they will be sent to the
CORR module (Step 2.d) for double-checking and correlating; otherwise, they will be
stored in the EDW first (Step 2.e), and then forwarded to the CORRR.

Step (3.2). The CORR module double-checks the LEs sent by the operators and the
EDW, and then correlates them with the data in the LEA database. For the forensic
investigation, it is necessary to confirm the true identity of the caller by his/her Ac-
count during the Calling time. Based on the key attributes of Local Events, the CORR
tries to fit the parts of events together correctly and build a complete picture of the in-
cident, which can be used as evidence in a court of law.

Step (3.b). The related Local Events are sent to the Event Information Mining
module (EIM).

Step (3.c). Based on the related Local Events, the EIM will consult the forensic
domain knowledge in the Knowledge DataBase (KDB) to guide the search or evaluate
the behavior models or predict criminal activity.

Step (4). The EIM mines the LEs for further useful information that could be used
to predict criminal activity. All of the predicted results are sent to CDM module.

Step (5.a). The CDM may need to consult the domain experts via the virtual panel.

Step (5.b). The CDM tries to determine if any information is missing or confusing,
and requests data or evidence from other systems.

Step (5.c). The other systems send their responses to the Integration module
(INTE), which can integrate information in different formats. The result is sent to
CDM to support decisions about subsequent action.

Step (6.a). All the decisions will be passed to the LEA. Step (6.b). The information
is shared with the cooperating units to alert them in order to prevent possible criminal
activity, and with FRTs (Fast Response Teams) to support their tasks. Step (6.c).

Step (7). Any changes and updates should be sent back to the CDM module.
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4.3 The Algorithm for Data Merging

The data merging algorithm listed in Fig. 7 is used for VoIP services only. For the
other types of service, the corresponding algorithms need to be defined according to
their individual needs and the information needed for traceback and forensics. When
an SIP-based phone call is terminated, all information recorded by the SIP Proxy, SIP
Registrar and NAT router is collected by the AS administrator and sent to ALEE.
Then, ALEE processes the data merged by the algorithm in Fig. 7. The output is the
Local Event presented as an XML-formatted SEAL message.

Algorithm for Data_Merging
Input: SIP_Proxy, SIP_Registrar, NAT_router
Output: Local_Event

begin
NAT_R:=NAT Record;
SP_t:=SIP_Proxy (Time (From:To)) ;
SR_t:=SIP_Registrar (Timestamp) ;
NAT_t :=NAT (Time (From:To)) ;
CRA_SP:=Caller's Account of SIP Proxy;
CRA_SR:=Caller's Account of SIP Registrar;
CRA_NAT:=Caller's Account on NAT router;
CRA_U:=Caller's Account of User;
CEA_SP:=Callee's Account of SIP Proxy;
Pu_IP/Pt:=Public IP and Port;
Pt_IP/Pt:=Caller's Private IP and Port;

create a Local_Event
LE.ASN:= ASN of operator
LE.Service_Type:= Service_Type of calling;
if (NAT_R is not empty)
do (LE.time(From:To):= NAT_ t;
&& LE.Caller_Account:= CRA_NAT;
&& LE.Private_IP_Port:= Pt_IP/Pt);
else
do (LE.time(From:To):= SP_t;
&& LE.Caller_Account:= CRA_SP);

do (LE.caller_Public_IP_Port(signaling):= Pu_IP/Port(signaling) ;
&& LE.Caller_Public_IP_Port(Media) := Pu_IP/Port (Media)) ;
do (LE.Callee_Account:= CEA_SP;
&& LE.Callee_Public_IP_Port(Signaling):= CEA_SP(signaling) ;
&& LE.Callee_Public_IP_Port (Media) := Pu_IP/Port (Media)) ;
end

Fig. 7. The Algorithm for Data Merging

5 Conclusion and Future Works

In this paper, we have discussed the critical components of VoIP services, and defined
the information that needs to be recorded for forensic investigations. Based on the re-
corded information, we explain how to perform traceback in single and multiple AS
networks. We propose an architecture, protocol and mechanism for collaborative
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forensic tasks. In addition, we describe the entities of the architecture and their
functions, and define the SEAL protocol with XML formatted messages.

The proposed SKYEYE model is the kernel of the collaborative forensic mecha-
nism. The aggregation, event correlation, event information mining, integration and
expertise modules are still under development.

Our ultimate goal is to establish a collaborative forensic center that can automatically
collect, associate, manage, link and reconstruct information about possible criminal ac-
tivities, as well as share the real-time information from different autonomous systems
with all cooperating units.
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